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Abstract

Modern technologies enable new and complex ways for humans to interact with computers. They tend to
impose cognitive demands, time constraints, and ambiguity on users. To cope with such demands, humans
apply mental shortcuts to sift through information and effectively make decisions. These shortcuts result
in cognitive biases, a concept proposed by Tversky and Kahneman as systematic, automatic tendencies that
influence our behaviour and judgment. These biases can both introduce harmful effects and offer swift mental
strategies to form good decisions. When it comes to human-computer interaction (HCI), cognitive biases can
influence how users engage with computing systems. To better understand this interplay, this thesis forms
a systematic understanding of how cognitive biases manifest in HCI. Informed by a scoping review of HCI
articles that study cognitive biases, we found that computing systems can be designed to trigger, mitigate,
and capitalise on the effects of cognitive biases.

This thesis provides grounds for conducting HCI research on cognitive biases, in which we tackled three
challenges: quantifying the effects of cognitive biases, understanding how cognitive biases manifest in the
user-system interaction, and designing systems that take cognitive biases into account. In brief, we explored
the potential of physiological measurements, especially hemodynamic activity, as an indicator of cognitive
biases. We found that cognitive biases do not manifest in every individual and context. Subsequently, we pro-
posed the notion of cognitive bias susceptibility to account for individual and contextual factors that amplify
and mediate the effects of cognitive biases. We also note that these factors can be taken into account when
designing interventions to mitigate harmful cognitive biases. Finally, we formulated the understanding of
cognitive biases into a blueprint of computing systems that encompass bias-awareness: the ability to detect
and address cognitive biases that surface in HCI. We describe affordances that allow users to interact with
systems without engaging with mental shortcuts that lead to problematic biases, e.g., sharing misinformation
or relying predominantly on ideological beliefs.

Our findings motivate the need to bridge the cognition gap between humans and computers. Comput-
ing systems, if not carefully designed, can put cognitive demands, such as information overload and time
constraints, rendering a fertile environment for problematic cognitive biases. We can also design computing
systems to intentionally trigger cognitive biases that benefit users, for example, to facilitate behaviour change.
On the other hand, these biases can be abused against the good of people as they open doors for behavioural
manipulation. We discuss societal and ethical considerations for designing bias-aware computing systems.
We also emphasise that the HCI community should engage with the ongoing discussion in psychology and
behavioural science with respect to the evolving definition of cognitive biases.
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Chapter 1

Introduction

Humans are imperfect and subjective creatures. Our cognitive and memory capacity are inherently limited.
On the other hand, the world we live in is eminently complex. We apply instincts, gut feelings, and rules
of thumb to sift through the complexity of the world. In other words, these so-called “mental shortcuts”
allow us to efficiently make decisions in the real world. However, these shortcuts have shortcomings as they
restrict our ability to make objective decisions. Sometimes, following gut feelings results in mistakes and rules
of thumb do not always work (i.e., giving an optimal decision). Hence, the way we think, react, and behave
is subjective and individualistic. As humans, we derive mental shortcuts as part of our survival and natural
selection [131]. We constantly develop mental shortcuts through our past experience of the world [70].

Prominent psychologist Herbert Simon coined the concept of bounded rationality, which explains that
humans do not always make rational decisions [157]. Simon believed that processing information (and mak-
ing decisions) is computationally expensive. Humans do not have sufficient cognitive bandwidth, memory
capacity, time to think, and knowledge of the world. Therefore, we are prompted to use mental shortcuts to
filter and simplify the information we come across. These shortcuts serve as strategies to help us cope with the
external reality while influencing how we react and form judgments according to our subjective worldview.
However, oftentimes, these shortcuts lead to the distortion of our judgment and rationality.

Behavioural scientists and Nobel laureates Amos Tversky and Daniel Kahneman extended the idea of
bounded rationality. They discovered different ways our mental shortcuts distort human behaviours. Specifi-
cally, Tversky and Kahneman showed that humans do not always conform to the rules of logic and probability.
Instead, humans exhibit cognitive bias — the concept Tversky and Kahneman coined as a systematic devia-
tion (or error) from the norm of rational judgment. Their line of research [87, 91, 177, 178, 180] systematically
documented such patterns of deviation, for example, anchoring bias makes people rely heavily on the first
information presented to them [178]; availability bias prompts individuals to rely on information easily avail-
able to them [177]; and the framing effect causes different reactions to a piece of information depending on
how it is presented [180]. As mental shortcuts are hardwired to the human mind, cognitive biases are largely
automatic and happen without our awareness.

The notion of cognitive bias is widely adopted beyond psychology and behavioural science. Scholars
employ cognitive biases as lenses to explain human behaviour on both micro and macro scales. Doctors
misdiagnose patients because they have confirmation bias. Designers fail to expand their ideas because they
overrely on their limited ideas (i.e., design fixation). Juries make unfair judgments because they are influenced
by various biases like stereotype, affinity, or anchoring. In election cycles, voters can fall victim to a plethora
of cognitive biases (e.g., authority bias, halo effect, or availability bias). On the other hand, politicians take
advantage of these automatic tendencies to engineer their campaigns to tap into people’s cognitive biases,
optimising the election outcome.



Chapter 1 Introduction

Without exception, cognitive biases surface when humans interact with computing machines. As a re-
sult, the user’s interaction with computing systems produces systematic effects. Cognitive biases specifically
emerge as users follow their hardwired, automatic tendencies when making judgments with computing sys-
tems. These tendencies span classic examples of cognitive biases. When searching for information on search
engines, we tend to click on content items that confirm the hypotheses in hand. When interacting with an Al
agent, there is a tendency to over-rely on the suggestions given by AI. When facing fake news on the Internet,
people tend to integrate the news into their beliefs and be resistant to debunking. The field of human-computer
interaction (HCI) has emerged to study systematic effects — as part of complex human behaviour when they
use computers — and design user interfaces that take into account such effects to optimise the user experience.

The success of ubiquitous technology has made computers increasingly pervasive and integrated in parts
of our everyday lives. While computing systems act as a companion to help us achieve tasks and make
decisions, the design of these systems may not fit our complex and constrained minds. As a result, computing
systems can trigger undesired effects when interacting with users. For example, the black-box design of Al
systems can trigger a user’s mistrust in the Al prediction. The design of rapid content sharing on social media
platforms (e.g., the retweet button) makes it more lubricative for users to propagate unverified information.
The mismatch between the design of computing systems and the human mind presents cognitive challenges
to the users, who navigate in the world under their scarce cognitive and memory capacity, limited time, and
insufficient knowledge. Computing systems tend to impose designs that overwhelm users with information,
introduce a sense of urgency to act, and provide incomplete information to users. Therefore, users resort
to mental shortcuts to meet the cognitive constraints. While these shortcuts allow us to efficiently navigate
on the user interfaces, they can produce cognitive biases and lead to undesirable consequences. Real-world
examples suggest elements of computing systems, algorithms, and user interfaces can trigger and amplify
cognitive biases in users. Recommendation algorithms and search engines [2, 8, 176] tend to cater content
items predominantly to the users’ preferences and, therefore, can trigger confirmation bias (the tendency to
seek information that only aligns with one’s own beliefs). Al systems can trigger undesired cognitive biases
in ways designers do not anticipate [127], such as automation bias (tendency to favour suggestions from
automated systems [162]), anchoring bias, or framing effect.

By taking cognitive biases in users into account, we can design computing systems that keep the sys-
tematic effects under control. On one hand, computing systems can be designed to minimise cognitive biases,
prompt reflection, and mitigate undesired effects. The awareness of cognitive biases informs designers to avoid
choices of user interface that potentially trigger cognitive biases. System feedback can be incorporated to help
alleviate the user’s cognitive burden. Interface designs can support users to shift away from mental shortcuts
and reach informed decisions. On the other hand, computing systems can be deliberately engineered to take
advantage of cognitive biases, steering the user’s behaviour and decision-making. Online misinformation and
viral content capitalise on cognitive biases to gain engagement and propagate on the Internet. Dark patterns
offer the design of user interfaces that target users’ cognitive biases to sway their behaviours in a predictable
way, for example, to make a subscription or buy an item [116, 117]. Similarly, social engineering applications
exploit cognitive biases to influence people’s decision-making on a large scale [19], like the infamous 2016
Cambridge Analytica scandal [12].

Cognitive biases arise as a by-product of the interaction between humans and computers. They influence
how users interact with computing systems and introduce concerns in the real world. It is, however, a chal-
lenge to build systems that address and give the user control over these biases. We neither have a sufficient
and systematic understanding of how cognitive biases manifest in human-computer interaction, nor pursue
a method to precisely detect these biases in the interaction.
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1.1 Research Questions and Contribution

This thesis aims to enrich the systematic understanding of the effects of cognitive biases on HCI, develop
methods to detect these effects, and sketch a blueprint for the design of computing systems that take into
account cognitive biases that arise in human-computer interaction (HCI). This motivates the overarching
research question in this thesis:

How do cognitive biases manifest in HCI?

Cognitive biases have a profound and pervasive impact in the real world. In the same vein, these biases
are present in many scenarios of human-computer interaction. However, we lack a clear understanding of the
role of computing systems, algorithms, and user interfaces in mediating the manifestation of cognitive biases.
Specifically, HCI researchers borrow the notion of cognitive biases from behavioural science and psychology
to explain effects in user-system interaction. While the issue of cognitive bias has increasingly been discussed
in HCI, researchers employ different angles, methodologies, and application contexts to conduct cognitive bias
research. Therefore, we lack a systematic understanding of how HCI researchers engage with these biases.
We ask the first research question of this thesis:
R

RQ 1: How are cognitive biases studied in HCI?

We address (RQ 1) by conducting a scoping review to map out cognitive bias studies in HCI published
between 2010 and 2024. The findings of this review provide a survey contribution to HCI: we identify the
research conduct and gaps in the literature (Article I). Based on the analysis of our article corpus, we found
evidence that computing systems can trigger cognitive biases in users and influence how users interact with
computing systems. Designers may take advantage of cognitive biases in users and build user interfaces that
leverage biases to steer user behaviour. HCI researchers develop tools and methods to closely observe this
phenomenon.

Furthermore, we derive three main narratives where HCI researchers engage with cognitive biases, as
shown in Figure 1.1. Motivated by real-world concerns about cognitive biases influencing human behaviours,
HCI researchers develop tools and methods that capture the occurrences of cognitive biases to closely study
their effects on the interaction between humans and computers. Subsequently, the understanding of cognitive
biases informs the design of computing systems and user interfaces, which take cognitive biases into account,
mitigate undesirable biases, leverage their useful effects, and, in turn, help address problematic behaviours of
humans in the real world.

The findings of this scoping review also highlight one prominent research gap: the lack of tools and
methods to quantify the effects of cognitive biases in HCI (Narrative 1 in Figure 1.1). With the ability to
detect the occurrences of cognitive biases, designers can precisely capture moments where biases surface and
prompt interventions to address these biases specifically. One main challenge is that cognitive biases largely
happen without users’ awareness [130, 199]. The subconscious nature of biases makes it difficult to obtain an
objective ground truth for their occurrences. While measures of cognitive biases exist from psychology, for
example, the Wason selection task [190] for identifying confirmation bias or the implicit association test [63]
for measuring implicit bias, limited work explores the measurement of cognitive biases in user interaction
with computing systems. Therefore, this thesis asks the second research question:
R

RQ 2: What are the indicators for the occurrences of cognitive biases when they manifest in HCI?
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Figure 1.1: This diagram charts three narratives of how HCI researchers engage with cognitive biases: (1)
developing tools and methods to quantify the effects of cognitive biases, (2) conducting empirical studies to
understand and observe cognitive biases in human-computer interaction, and (3) deriving designs of comput-
ing systems that take into account cognitive biases in people and address real-world concerns arising from
human behaviours.

To address (RQ 2), we look into the common scenario of information consumption where users encounter
expressions on a polarising, divisive issue. Ideologically polarising information can trigger cognitive biases
as individuals rely on their existing beliefs to process such information. We designed and conducted a study
where participants were exposed to messages containing opinions on a divisive, polarising topic. The exposure
to these messages can trigger cognitive biases. At the same time, we explored measures for the occurrences
of cognitive biases — namely, self-report, behavioural, and physiological measures. The findings of this study
(Article II) provide an empirical contribution to HCI: we present a study design that triggers cognitive biases
in opinion reading and show that physiological signals, in particular hemodynamic activity measured through
Functional Near-Infrared Spectroscopy (fNIRS), indicate the effects of cognitive biases in such scenarios.

The findings of Article II interestingly suggest that the effects of cognitive biases are not always pro-
nounced in every individual and setting. We found that cognitive biases only influenced hemodynamic ac-
tivity in participants who exhibited low interest in the topic. This is supported by works in psychology,
which suggest that cognitive biases do not occur independently: a plethora of user-related factors can ei-
ther facilitate or hinder the occurrences of cognitive biases [138, 139]. Recent investigations on cognitive
bias mitigation [21, 140, 143] report that a variety of factors related to user and interaction-context char-
acteristics influence the effectiveness of bias mitigation interventions. These factors, therefore, determine
users’ susceptibility to exhibit cognitive biases. Limited research investigates the interplay between user- and
context-related factors, the occurrences of cognitive biases in HCL, and the effectiveness of interventions to
mitigate cognitive biases. By filling this research gap, we can enrich the understanding of cognitive biases
(Narrative 2 in Figure 1.1) by considering user- and context-related factors. Therefore, this thesis asks the
third research question:
R

RQ 3: What and how factors for user- and interaction-context influence the occurrences of cognitive
biases when they manifest in HCI?
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Research Question Addressed in Narrative
RQ 1 How are cognitive biases studied in HCI? Chapter 3 General Outline

RQ 2 What are the indicators for the occurrence of cognitive Chapter 4 1. Tools & Methods
biases when they manifest in HCI?

RQ 3 What and how do factors for user- and interaction- Chapter 5 2. Understanding
context influence the occurrences of cognitive biases
when they manifest in HCI?

RQ 4 What are the considerations for the design of computing Chapter 6 3. Designs
systems that take cognitive biases into account?

Table 1.1: Research questions in this thesis, their corresponding chapters, and the narratives they address.

To address (RQ 3), we conduct a user study that assesses the influence of individual and contextual factors
on the occurrences of confirmation bias when individuals consume tweet-like information through a news
feed. With a similar setting to the second study reported in Article II, we induced confirmation bias as indi-
viduals skim through information content on a polarising, divisive topic. The findings from this study (Article
III) provide an empirical contribution to HCI: we found that an individual’s thinking style, political beliefs,
perception of the content’s issue strength, and the task design influence the occurrences of confirmation bias.
Further, we provide practical implications for designing interventions that take into account individual and
contextual factors to effectively mitigate cognitive biases when consuming information online.

With a better understanding of how cognitive biases take effect in the interaction between users and
systems, we can derive implications to inform the design of computing systems that address and take into
account cognitive biases that exist in users and emerge from their interactions with systems. However, we
do not have a clear research space on how to design these systems to effectively keep up with the dynamics
of cognitive biases. This presents a research gap regarding the design of computing systems (Narrative 3 in
Figure 1.1). Therefore, this thesis asks the fourth research question:
R

RQ 4: What are the considerations for the design of computing systems that take cognitive biases into
account?

To address (RQ 4), we gather insights from three academic workshops that brought together researchers
from multiple disciplines to discuss the research space for the issue of cognitive biases in HCI with a special
emphasis on the issue of online misinformation, which cognitive biases take a major role in promoting its
spread. The findings provide an opinion contribution to HCI: we propose a research agenda to design tech-
nologies that equip users with affordances to make informed decisions and boost their skills to be resilient
against manipulation when navigating the online world (Article IV). We also signal to the community to con-
sider the issue of cognitive biases from interdisciplinary lenses, as well as conduct research that is grounded
in theory.

1.2 Research Methodology

In this thesis, we refer to cognitive biases as a human factor that systematically influences user behaviour
and decision-making. We specifically define these biases as a by-product of heuristics that users employ to
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navigate the user interface. In psychology and behavioural science, the definition of cognitive bias has been
subject to debate. Although Tversky and Kahneman [178] originally defined cognitive biases as systematic
deviation from the norm of rational judgment, other schools of researchers refer to the notion of biases and
heuristics differently, for example, Gigerenzer [52] viewed cognitive biases as rather useful strategies to make
sense of the world than cognitive errors; and Haselton [70] believed that cognitive biases are the design
features of the human mind. The studies presented in this thesis, therefore, approach cognitive biases as
lenses to study systematic effects in human-computer interaction.

In Article I, we employed a systematic scoping review [123] as a method to chart the narratives of cognitive
biases in HCI, aiming to address (RQ 1). Because the research space of this issue was previously unexplored,
the scoping review methodology aims to identify and map the body of the literature. We followed the Preferred
Reporting Items for Systematic reviews and Meta-Analyses (PRISMA) statement [122] to identify and screen
articles based on our eligibility criteria (i.e., articles that study cognitive biases). Following prior HCI surveys
(e.g., [23, 168]), we included publications from venues representative of HCI research (i.e., all ACM SIGCHI-
sponsored venues). Furthermore, we performed open coding to classify articles in our corpus based on study
focus and application context. One researcher iteratively performed the coding analysis to derive the study
focuses and application contexts, with three other researchers cross-checking the process.

In Articles Il and III, we operationalised cognitive biases in the context of online information consumption,
where individuals often encounter information expressing opinions on a polarising, divisive topic. In this
regard, we define heuristics as the user’s reliance on the alignment between their existing beliefs and the
content’s ideological stances. These heuristics result in cognitive biases — systematic effects on the user’s
interaction with computing systems. We employed text opinions on different polarising topics as stimuli to
induce the application of these heuristics and, thus, the effects of cognitive biases. Particularly, we derived
these text opinions from Britannica’s ProCon.org, which hosted opinion or factual quotes that either support
or oppose an ideology. We selected a subset of topics that were appropriate for our research participants in
Australia and domestically dominant in the public debate. We appropriated and simplified the text stimuli
to fit in a tweet (50-80 words in length, written in English). In the studies, we did not disclose the source
and author of the tweets as well as their ideological stances to minimise confounding effects, for example,
source and authority bias. We presented the stimuli on a screen and deployed the study flow on progressive
web applications, e.g., Qualtrics'. We ensured that the presentation of the text stimuli was comfortable to
read and did not introduce a significant mental burden to the participants. We recruited the participants
from the university community, with a requirement that they were over 18 years old and spoke English as
their first language. We used a Likert-scale questionnaire to gauge the user’s ideological beliefs and topic
interest in different topics employed in our studies. In Article III, we also employed the word association
test [103, 110] as an alternative measurement of the user’s ideological beliefs. We cross-checked between two
different measures and found that they are highly correlated (Pearson p = 0.946).

In Article II, we used self-report, behavioural, and physiological measures to detect the occurrences of
cognitive biases, aiming to address (RQ 2). We conducted two user studies, with the design of Study 2 building
on Study 1 to minimise confounds and follow up on its inconclusive findings. In Study 2, we collected the
user’s agreement with the ideological stance of the tweet (Q1), the user’s likelihood to share the tweet on
their social media (Q2), and the user’s effort spent reading the tweet (Q3). All self-report measures were
gathered as Likert-scale data. In our analysis, we cross-checked the self-report measures with behavioural
and physiological measures to ensure the internal validity of our findings. We collected eye-tracking data,
electrodermal activity (EDA), and hemodynamic signals (NIRS). Therefore, both studies presented in this
article were conducted in a controlled lab environment to allow appropriate collection of behavioural and
physiological measurements. We followed appropriate practices and pretreatments for EDA data collection
and handling in HCI studies [9]. Physiological responses generally have a few-second delay after an exposure
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event to a stimulus. Therefore, we provided a minimum 15-second break as an inter-stimulus interval to allow
a sufficient gap between two stimulus exposures, avoiding the physiological responses from confounding
each other. Prior to data collection, we calibrated the sensing devices and allowed time (5-10 minutes) for
EDA and fNIRS signals to reach a baseline. We applied data pre-processing and cleansing to remove motion
artefacts that occurred during the studies. For data analysis, we applied one-way repeated measures ANOVA
to examine the effects of user-tweet ideological congruency on all measures. We specifically considered the
participant ID as a random effect in the analysis to address individual differences.

In Article III, we explored individual and contextual predictors that influence the effects of confirma-
tion bias. Measured through self-report, Likert-scale measures, these predictors are candidates for factors in
the user’s susceptibility to cognitive biases. We deployed the text stimuli in three information consumption
scenarios: information seeking, recall, and interpretation. Addressing (RQ 3), we examined the interaction ef-
fects between the user-tweet ideological congruence (i.e., confirmation bias) and the bias susceptibility predic-
tors. We regard significant interaction effects as evidence for the predictor being a factor in cognitive bias sus-
ceptibility. We derived the measure of confirmation bias in each scenario from the prior literature [100, 183].
In particular, we employed the headline ranking task, free-recall task, and information interpretation ques-
tionnaire as measures for confirmation bias in information seeking, recall, and interpretation scenarios. For
the free-recall task, we assessed the free-recall ability using a rating approach. Two researchers individually
gave a score for the completeness of the participant’s recall response on a Likert scale. We ensured the consis-
tency of the ratings by using the inter-rater reliability (Cohen’s Kappa). We conducted the study as an in-lab
experiment to control the reliability of our data by making sure our participants followed our procedures and
were not distracted. We also performed a priori power analysis to determine the minimum required sample
size with a medium-to-large effect size. For data analysis, we performed mixed-effects ordinal regression
using Cumulative Link Mixed Models (CLMM) to assess the interaction effects, while accommodating the
ordinal-scale data and considering the participant and stimulus ID as random effects.

In Article IV, we applied open coding to extract research themes from discussions in three workshops,
addressing (RQ 4). We first analysed each workshop’s content, which we gathered from two sources: Miro?
virtual boards used in the workshops and participants’ position papers from each workshop’s online archive.
In each workshop, participants engaged in action groups, where they received challenges and solved them as a
group of 4 to 6 individuals. We aligned the workshop notes with the action groups and challenges they aimed
to address. Using open coding, we derived notes into research challenges and proposals for each workshop.
Similar to our approach in Article I, one researcher iteratively performed the coding analysis, and two other
researchers cross-checked the process.

1.3 Ethical Considerations

We took several steps to ensure the appropriate ethical conduct of the research in this thesis. The experi-
mental design of the studies presented in Articles II and III received ethical clearance from the University of
Melbourne Human Research Ethics Committee. Our research participants were informed in advance about
the purpose and objective of the study. We provided them ample time to read a Plain Language Statement that
explained each individual study’s objectives, the data that would be collected, how the collected data would
be stored and how it would be used for research, and potential benefits of the study to the participant, the so-
ciety, and the research community. Participation in our studies was completely voluntary. Participants could
withdraw from the study at any time without consequences. We obtained the participants’ consent before
starting the experiment. We compensated all participants for their time at the current minimum hourly wage
in Australia.
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Stimuli we deployed in Articles Il and III contained expressions on a divisive topic and, therefore, may trig-
ger stress and emotional responses. While aiming to select topics that are dominant and relevant to everyday
debates in Australia, we avoided using overly sensitive topics that might bring discomfort to our participants.
We informed the participants about the topics they would encounter in our studies, and, upon completion
of the data collection, we debriefed them individually to clarify the real objective of the experiment. We ex-
plained to them that the stimuli were to trigger their cognitive biases, which we observed in our studies. We
asked all participants if they wished to remove their data from the experiment, but none of them did so. The
collected data were anonymised prior to the analysis. We did not collect or store identifiable information
of the participants, apart from their demographics relevant to the study objectives (e.g., age, gender, political
concordance, and physiological responses). We stored the collected data on a firewall-protected, secure server
that can only be accessed by authorised users.

We collected physiological data as part of the studies in Article II. We informed our participants in ad-
vance that they would need to wear physiological sensing devices and ensured that they experienced minimal
discomfort during data collection, which required the EDA electrodes and fNIRS optodes to be attached to the
participant’s skin. We opted for wearable, non-intrusive devices that can be comfortably attached like body
accessories — i.e., wristbands and forehead patches. For some participants, we explicitly asked them to adjust
their hair to remove hair artefacts, which can confound fNIRS data. We acknowledge that the experimental
setting required our participants to refrain from moving their bodies to minimise motion artefacts. To min-
imise fatigue caused by the prolonged study session and the presence of the sensing devices, we provided a
minimum 15-second break between two stimulus exposures. The breaks allowed our participants to rest and
refresh (e.g., they could move their bodies, drink water, or chat with the experimenter). We discarded data
collected during the break period.

1.4 Thesis Outline

The rest of this thesis is organised as follows. Chapter 2 introduces theoretical concepts that ground the notion
of cognitive bias and discusses prior research that investigates the impact of cognitive biases in HCL

Chapter 3, 4, 5, and 6 present four research articles that address the research questions proposed in this
thesis. Chapter 3 describes Article I, which presents a scoping review of 127 HCI articles that study cognitive
biases. Addressing (RQ 1), we chart how HCI researchers engage with cognitive biases, document the re-
search conduct, and derive narratives for the manifestation of cognitive biases in HCI (Figure 1.1). Chapter 4
features Article II, which explores different tools and methods to quantify the in-situ effects of cognitive bi-
ases in the context of information consumption. We address (RQ 2) by examining the reliability of self-report,
behavioural, and physiological measurement as indicators for the occurrences of cognitive biases. Article II
presents two user studies where users were exposed to ideologically polarising opinions, potentially trig-
gering their cognitive biases, while we monitored their behavioural and physiological responses. Chapter 5
presents Article III, which investigates factors for user and interaction context that influence the effects of
cognitive biases in the context of information consumption. We address (RQ 3) through a user study that
examines the influence of user and context predictors for bias susceptibility on the effects of confirmation
bias in three information consumption scenarios: information seeking, recall, and interpretation. Chapter 6
presents Article IV, which summarises scholarly discussions from three workshops around the issue of cog-
nitive biases in HCI with a special focus on misinformation. We address (RQ 4) by looking into insights from
the workshops and forming a design space of computing systems that address cognitive biases in their users.

Chapter 7 then combines the findings from different perspectives, describes how they answer the research
questions of this thesis (RQ 1, RQ 2, RQ 3, and RQ 4) and reflects on how they contribute to HCI research.
Furthermore, it proposes several avenues for future research, informed by the findings in Articles I-IV.



Chapter 2

Background

In this chapter, we review the literature on the issue of cognitive biases in HCI that informed the research
questions of this thesis. We introduce concepts in psychology and behavioural science that are vital to under-
standing the notion of cognitive bias in Section 2.1. In section 2.2, we review the HCI literature that grounds
the notion of cognitive bias.

2.1 Related Concepts of Cognitive Bias

Cognitive biases refer to deviations from the norm of rational judgment. These biases stem from natural con-
straints in decision-making. First of all, humans face uncertainty as they do not have complete information
about the real world. Second, humans pursue limited cognitive capacity and time to make decisions. There-
fore, humans resort to using heuristics — simple rules of thumb to simplify the problem - to make quick,
good-enough decisions. While heuristics are useful cognitive strategies, they systematically bias humans’ be-
haviours without their awareness. Since the seminal work of Tversky and Kahneman [178], researchers in
psychology and behavioural science have extensively employed the concept of cognitive biases to explain the
dynamics of human cognition and behaviours. In this section, we review the foundational ideas of cognitive
bias: we discuss the concepts of bounded rationality, heuristics, and the dual process theory. More specifically,
we discuss the definition of cognitive biases, which provides a theoretical ground for this thesis.

2.1.1 Bounded Rationality

Aristotle defined rationality as the crucial, unique characteristic of humans, differentiating from animals and
plants [98]. More specifically, humans pursue the ability to use reason and logic to make decisions. Traditional
economics make a grand assumption of homo economicus (in Latin for “economic man”) that humans are per-
fectly rational and constantly make optimal decisions based on their complete knowledge of the world [173].
Philosopher John Stuart Mill [121] described a rational being as a self-interested agent who seeks to maximise
their personal utility. Pioneers of game theory, John von Neumann and Oskar Morgenstern [186], developed
Mill’s idea into the theory of expected utility to formalise how humans make decisions. When considering
the fact that humans often face uncertainty and have incomplete information about the world, humans make
decisions based on probability and maximise the expected utility of the choices.
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Critiques of Perfectly Rational Humans

Empirical research in behavioural economics and psychology challenged the homo economicus assumption
and the expected utility theory, showing that human judgement can deviate from rationality and the rules
of probability. For example, economist Maurice Allais suggested that humans do not always make decisions
based on the expected utility [3]. Allais, in his work, presented an experiment (later famously known as the
Allais paradox) which asks individuals to select between two choices (A or B) in two gambles (Gamble 1 and
2):

« Gamble 1, choice A: A 100% chance of receiving $1 million.

» Gamble 1, choice B: A 10% chance of receiving $5 million, an 89% chance of receiving $1 million, and
a 1% chance of receiving nothing.

« Gamble 2, choice A: An 11% chance of receiving $1 million, and an 89% chance of receiving nothing.

» Gamble 2, choice B: A 10% chance of receiving $5 million, and a 90% chance of receiving nothing.

Allais showed that most individuals who took the survey preferred Gamble 1A and Gamble 2B. However,
this particular combination does not give the maximum expected payout. Instead, choosing Gamble 1B and
2B will gain the maximum expected payout!. Amos Tversky and Daniel Kahneman [91] further extended
Allais’s finding and conducted an experiment where 72 individuals were asked to perform two tasks in the
following:

« First, participants considered Problem 1: they chose between:

A. Gain 2,500 with probability of 0.33, gain 2,400 with probability of 0.66, and gain nothing with
probability of 0.01

B. Gain 2,400 with a probability of 1.00
 Subsequently, participants were presented with Problem 2: they chose between:

C. Gain 2,500 with a probability of 0.33 and gain nothing with a probability of 0.67
D. Gain 2,400 with a probability of 0.34 and gain nothing with a probability of 0.66

Tversky and Kahneman observed that 82% of the participants chose Option B in Problem 1 and 83% chose
Option C in Problem 2. Not only did the findings not conform to the expected utility theory, but they also
showed that humans do not always make decisions based on the rules of probability. More specifically, their
observations suggested that human decision-makers tend to define a reference point and frame the conse-
quences, gains, and losses of the options based on deviations from their reference point. Problem 1 showed
that humans can be risk-averse because the majority of participants selected Option B, which has a smaller ex-
pected gain (u4 = 2500 x 0.33 42400 x 0.66 = 2409, up = 2400). Tversky and Kahneman repeated similar
observations and proposed the prospect theory [91, 181], which laid the foundation for cognitive biases.

'According to the expected utility theory, in millions$, the expected payouts for Gamble 1A+2A is 1.11, Gamble 1B+1B is 1.89,
Gamble 1A+2B is 1.50, and Gamble 1B+2A is 1.50.
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Simon’s Bounded Rationality

Social scientist Herbert Simon [156] suggested that decision-making in the real world is computationally
expensive. When making decisions, humans face constraints being their cognitive limitations (i.e., lack of
knowledge and limited ability to forecast the future) and the complexity of the environment (i.e., difficulty
of the problem and time limitations) [159]. Simon proposed the notion of bounded rationality [157], which
states that humans would rather make a decision that satisfies the decision-making constraints than max-
imise the utility (i.e., finding the optimal solution). Simon and Newell further hypothesised that, because the
cost of considering all possible solution alternatives is expensive, humans employ mental shortcuts or heuris-
tics [161] to simplify the complexity of the problem and effectively make decisions that are good enough. In
his seminal work [156, 157], Simon defined heuristics as “satisficing” — a combination of the words “satisfy”
and “suffice” - to describe cognitive strategies humans make to form the best decisions that satisfy cognitive
and ecological constraints they face in the real world. Satisficing heuristics, therefore, allows humans to make
computationally efficient decisions under such limitations.

Simon’s concept of bounded rationality calls for an alternative basis for modelling human behaviour and
decision-making [158]. Compared to the expected utility theory, the concept of bounded rationality recog-
nises the cost of gathering and processing information, and humans do not always meet such demands, and,
therefore, make decisions that are not strictly optimal. Simon once described human behaviour as shaped
by two-blade scissors: one being the human’s cognitive capabilities and another being the structure of the
decision-task environment [160].

Wason Selection Task

Psychologist Peter Wason devised a famous logic puzzle, the “four-card problem” (also known as the Wason
selection task). One example of the puzzle states that:

You are shown a set of four cards placed on a table, each of which has a number on one side and a colour on
the other. The visible faces of the cards show 3, 8, blue and red. Which card(s) must you turn over in order to test
a rule that “if a card shows an even number on one face, then its opposite face is blue”?

In his work [192], Wason showed that less than 10% of study participants, however, found the correct
solution (turning over the 8 and red cards). The solution can be deduced by classical logic (i.e., using modus
ponens and modus tollens), which is to choose the cards to disconfirm the rule IF a card shows an even number
on one face, THEN its opposite face is blue. Yet, Wason found poor performance on this selection puzzle. He
hypothesised that individuals tend not to conform to logical thinking but instead avoid falsifying hypotheses
they have in hand. Wason coined confirmation bias to explain such tendencies to ignore information that
falsifies one’s beliefs and hypotheses in hand [45, 191]. In the same line, other psychologists (for example,
Fredrick in his well-known “bat and ball problem?” [49]) have shown that humans often fall victim to intuition
when solving puzzles. Wason’s puzzle not only supported the claim that human rationality is limited but also
laid the foundation of the dual process theory and cognitive biases, which we review in the following.

2.1.2 Dual Process Theory

Psychologists widely recognise humans have two modes of thinking: fast, intuitive thinking and slow, delib-
erate thinking. The idea dates back to the 19th century in William James’ book “The Principles of Psychol-
ogy” [80], which suggested that humans had two distinct thinking processes: associative and true reasoning.

The puzzle asks “a bat and a ball cost $1.10 in total. The bat costs $1 more than the ball. How much does the ball cost?” Frederick
found that half of the subjects gave the wrong, intuitive answer, 10 cents. (The correct answer is 5 cents)

11
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James believed that associative knowledge was formed using past experiences, while true reasoning was used
in new, unfamiliar scenarios.

Wason’s selection task showed that most individuals relied on intuition rather than logic to make judg-
ments. Building on their previous findings, therefore, Wason and Evans [190] proposed Dual Process Theory,
suggesting that individuals possess two distinct thinking processes: heuristic process and analytic process.
Stanovich and West [166, 167] labelled these processes as System 1 and System 2, and Kahneman [86, 87]
called them intuition and reasoning. Modern psychologists have agreed that the former process is fast, auto-
matic, effortless, associative, emotionally charged, and often difficult to control. In contrast, the latter process
is slower, serial, effortful, and deliberately controlled [44, 46]. Kahneman [87] postulated that because humans
have limited cognitive capacity, System 1 thinking tended to dominate judgment and reasoning, making them
rely on previous experiences of the world. Meanwhile, human judgments were always explicit and intentional
and, therefore, involved System 2 thinking to make novel judgments. When engaging in a demanding mental
activity (e.g., attempting to hold in mind several digits), Kahneman suggested that individuals tended to shift
from System 2 to System 1 thinking to offload their mental demands.

Another well-known version of the dual process theory is called the elaboration likelihood model of per-
suasion (ELM). In their theory, Petty and Cacioppo [20] proposed that there are two distinct routes people
follow when they process information they come across: a central route and a peripheral route. The central
route involves careful consideration and scrutiny of the message, while the peripheral route prompts indi-
viduals to rely on superficial cues, such as the credibility of the source or the attitude of the message, rather
than the content of the message itself. The central route occurs when one’s motivation and cognitive ability
are high. On the other hand, individuals take the peripheral route when they do not have enough motivation
or ability to engage with the message. Psychologists employ ELM to explain not only how individuals are
persuaded by messages but also how they approach the information they receive to make decisions.

2.1.3 Heuristics and Cognitive Biases

Simon’s idea of heuristics inspired behavioural scientists and psychologists to better explain bounded ratio-
nality. Tversky and Kahneman conducted a series of empirical experiments [86] and observed many heuris-
tics humans employ to make decisions under uncertainty and computational intractability. Specifically, they
coined the term cognitive bias to describe the phenomenon where heuristics lead to systematic error in judg-
ment. In contrast, psychologist Gerd Gigerenzer [52] has a different view of heuristics as cognitive strategies
to efficiently make decisions that adapt to real-world constraints. In this section, we review the discourse
around the definitions of cognitive biases based on two competing schools of thought: Tversky and Kahne-
man’s Heuristics and Biases and Gigerenzer’s Fast and Frugal Heuristics. We also discuss modern definitions
of cognitive biases as adaptive features of the human mind from the lens of evolutionary psychology.

Cognitive Biases as Systematic Errors

Extending the concept of bounded rationality, Amos Tversky and Daniel Kahneman® conducted a series
of experiments and discovered different ways human judgments can deviate from the rules of probabil-
ity [89, 177, 178, 180]. In their seminal paper “Judgement under Uncertainty: Heuristics and Biases,” Tversky
and Kahneman [181] reported evidence that humans exhibited error in probability assessment, suggesting
three heuristics pertaining humans’ deviation from the rules of probability: representativeness (tendency to
rely on stereotype when judging the likelihood), availability (tendency to rely on immediate examples that

*Both received the 2002 Nobel Prize in Economics for their joint work on cognitive biases and prospect theory, which bridged the
fields of economics and psychology and established the field of behavioural economics.
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come into one’s mind), and adjustment and anchoring (tendency to rely on the first piece of information).
More specifically, they found that these heuristics lead to systematic error in judgment (in other words, devi-
ation from the norm of rationality). They coined the term cognitive biases to explain such systematic errors.
Cognitive biases can take a form depending on the heuristics humans rely on. Tversky and Kahneman’s re-
search program on heuristics and biases and the prospect theory [91] subsequently revealed more variations
of cognitive biases, such as loss aversion (tendency to experience losses more severely than gains) and the
framing effect (tendency to react differently to the same information depending on how it is presented).

Cognitive biases happen in everyday decision-making without one’s awareness. Kahneman [86] endorsed
the dual process theory and suggested that cognitive biases occur because individuals rely on intuition (Sys-
tem 1 thinking) and employ heuristics to make quick decisions, sift through the world’s complexity, overcome
uncertainty, and meet time constraints. Therefore, individuals generally are not aware of their own biases.
Kahneman believed that cognitive biases are influential and pervasive in everyday decision-making because
System 1 thinking dominates most human cognitive processes [87, 92]. More importantly, Tversky and Kah-
neman’s notion of cognitive biases and the dual system theory not only influences research not only in the
field of behavioural economics and psychology but also in other disciplines investigating human cognition,
behaviour, and decision-making, for example, finance [155], management science [26], political science [5],
law [194], medicine [151], and decision-support systems [7].

The impact of cognitive biases is profound and pervasive. Many social institutions require individuals
to make decisions. Cognitive biases systematically skew a jury’s judgment, the doctor’s diagnosis, people’s
opinion-making, or a politician’s decision, leading to devastating consequences in the real world. Subsequent
research later discovered variants of cognitive biases. Extending beyond the initial list of cognitive biases
introduced in Tversky and Kahneman’s research program, scholars labelled existing (and newly discovered)
psychological phenomena that happened in the real world as deviations from the norm of rationality. For
example, confirmation bias [124, 191] (tendency to seek, interpret, and recall predominantly information that
confirms one’s beliefs), the fundamental attribution error [146] ((tendency to overattribute the behaviour of
others based on their characteristics), the Dunning-Kruger effect [104] (tendency to overestimate one’s ability
despite lacking competence), or the IKEA effect [126] (tendency to disproportionately place a high value on
products they partially created). Some cognitive biases, however, are minor variants of other well-known
effects. For example, the IKEA effect is derived from the well-known endowment effect [172] (tendency to
view the value of a good higher when viewed as a potential loss than when viewed as a potential gain); the
recency effect [32] (the tendency to more easily remember what happened recently)) is a sub-form of the peak-
end rule [93] (tendency to judge an experience based on how they felt at its most intense moments). To date,
there are over 180 documented forms of cognitive biases [11].

Due to their diversity, some scholars have attempted to develop a taxonomy or classification of cognitive
biases. The seminal work of Tversky and Kahneman [178] suggested three classes of heuristics: representa-
tiveness, availability, and anchoring and adjustment. These categories are, however, not mutually exclusive,
as some cognitive biases, like the framing effect, can span all three classes of heuristics [6]. Carter et al. [26]
derived a mutually exclusive taxonomy of nine biases in decision-making.

Cognitive Biases as Fast and Frugal Heuristics

Psychologist Gerd Gigerenzer has been critical of Tversky and Kahneman’s idea of cognitive biases [53, 196].
While Tversky and Kahneman believed heuristics lead to flaws in decision-making, Gigerenzer rejects their
idea, viewing heuristics in a way that humans employ them to achieve accurate judgments [55, 58]. Humans
can apply heuristics deliberately, as opposed to the idea of subconscious heuristics endorsed by Tversky and
Kahneman’s school. Moreover, these heuristics are part of humans’ natural adaptation to the complexity,
limitations, and social norms of the environment. Gigerenzer established the fast and frugal heuristics research
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program. In his seminal work [52], he reported a number of cognitive strategies that allow humans to make
computationally efficient choices in real environments. For example, immitation (tendency to imitate the
successful members of their communities [73]), default rule (tendency to follow the default rule when there is
no apparent reason to do otherwise [175]) or % rule (tendency to invest resources equally across all options
regardless of each option’s potential loss and gain [74]).

Gigerenzer disagreed with the view that humans are irrational and biased. He believed that it is inappro-
priate to characterise a deviation from the norm of rationality as a bias or an error. While human judgments do
not conform to the rules of frequentist statistics (via examples shown in Tversky and Kahneman'’s work [90]),
humans make use of Bayesian statistics to make accurate probability assessments [187]. Moreover, the word-
ing and framing of the problem can lead to misinterpretation of the problem, being deemed as cognitive biases.
For example, in Tversky and Kahneman’s famous Linda problem [179]:

Linda is 31 years old, single, outspoken, and very bright. She majored in philosophy. As a student, she was
deeply concerned with issues of discrimination and social justice, and also participated in anti-nuclear demon-
strations. Which one of the following is more probable?

(a) Linda is a bank teller.

(b) Linda is a bank teller and is an active feminist.

In their experiment, Tversky and Kahneman showed that most individuals selected option (b). They
pointed out that it was attributed to the representativeness heuristic where people focused on the descrip-
tive details about Linda with a stereotype of a feminist while ignoring the broader statistical likelihood of her
being a bank teller. Moreover, Tversky and Kahneman suggested that the conjunction fallacy caused people
to consider the probability of a combination of events higher than the probability of a single event (i.e., op-
tion (a)). In response, Gigerenzer [4, 120], argued that the framing of the problem is misleading. The word
“probable” can be interpreted in many ways, such as “what happens frequently” or “what is more plausible.”
He contended that the Linda problem is indeed a single-trial, subjective probability problem, and, thus, it is
not appropriate to apply statistical norms (e.g., the conjunction rule for probability) to single-case judgments.
On the other hand, by using Bayesian inference, the probability for option (b), as conditional probability, i.e.,
P(A| B), is higher than conjunction probability, i.e., P(A and B) [39]*. Gigerenzer and colleagues [56] sug-
gested that Bayesian statistics are computationally less expensive than frequentist statistics, and, therefore,
humans employ Bayesian statistics to make reasonable inferences. While human judgments may not conform
to rules of probability, Gigerenzer argued that they may conform to other norms of rational judgments.

Gigerenzer also believed that simple decision-making heuristics could work as well as or better than
complex and exhaustive algorithms [55]. For example, the take-the-best heuristic allows individuals to quickly
decide between two alternatives based on the first cue that discriminates against them. By searching for the
optimal solution using a decision tree, the take-the-best heuristic allows individuals to make an effective
decision without knowing about all possible alternatives [57]. The less-is-more heuristic leads individuals to
favour a lesser option when it is presented separately, but the better option when both options are presented
together. In an experiment, Hsee [78] showed that individuals were more willing to pay for 7 o0z scoops of ice
cream in 5 oz cups (i.e., small ice cream in a smaller cup) rather than 8 oz scoops of ice cream in 10 oz cups
(i.e., bigger ice cream in a big cup). When presented with an isolated option, individuals tended to favour
the former option, believing they were getting a good deal. However, when presented with both options,
individuals no longer preferred the lesser option. Gigerenzer and Brighton [54] argued that knowing more
information or investing in more computation can decrease accuracy; therefore, human cognition relies on
simple heuristics (e.g., the less-is-more effect) to be more accurate than strategies that use more information
and time [144].

*A simple proof using Bayesian inference is available at https://allendowney.github.io/ThinkBayes2/chap00.html
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Bias-Varience Trade-off

There is ample evidence of cognitive biases and judgment errors in humans. Deriving from statistics and ma-
chine learning, behavioural and cognitive scientists believe that there is a trade-off between bias and variance.
In real-world decision-making, individuals make errors because their cognition is biased, their knowledge is
limited (i.e., there is variance in data), and there is random noise in the decision-making process:

Error = Bias? ~+ Varience + Noise

In their work, Gigerenzer and Brighton [54] suggested that human cognitive systems face this bias-
variance trade-off when making any inference about the world. However, humans generally do not have
complete information about the world. Instead, they generalise very well based on a small number of obser-
vations, and, therefore, keep the variance term under reasonable limits. Unlike machines, humans can learn
and generalise from a few instances; for example, teenagers can learn how to drive without hitting a pole
10000 times [196]. While cognitive biases emerge as compensation for low variance in decision-making, hu-
man cognitive systems usually perform well and accurately in the real world. Thus, he believed that humans
apply heuristics as strategies to minimise errors in decision-making. On the other hand, a more comprehen-
sive knowledge of the world would mean that human cognition has high variance and less bias. Based on
the bias-variance trade-off, it runs the risk of overfitting the past observations when making future predic-
tions. Psychologists argued that cognitive heuristics and biased algorithms allow humans to make accurate
decisions and make sense of the world despite incomplete knowledge [38, 71, 131].

In a 2021 book, “Noise: A Flaw in Human Judgment,” Kahneman, Sibony, and Sunstein [94] commented
that noise contributes to judgment error, in addition to cognitive biases. They termed noise as non-explanable
inconsistency or variability in judgments, while cognitive biases are systematic errors. Unlike deterministic
computer algorithms, humans exhibit noise when making decisions. For example, two doctors can give dif-
ferent diagnoses about the same patient. In their book, the authors suggested that noise increases in attitude
when individuals make decisions collectively by the added difference between individual judgments.

Cognitive Biases as Adaptive Features of the Human Mind

Evolutionary psychologists Martie Haselton and colleagues [69, 70] viewed cognitive biases as the design fea-
tures of the human mind. Humans adopt heuristics and exhibit biases as part of their evolution and natural
selection. Hasselton and colleagues [70] classified cognitive biases into three classes: heuristics, error man-
agement biases, and artefacts. First, cognitive biases arise from the use of heuristics humans employ under
natural constraints for information processing. Humans specifically develop heuristics as useful strategies to
make sense of the world, however, they can have unintended effects on judgments. For example, they apply
stereotypes and overemphasise personality over objective truth in decision-making [148]. Second, humans
adopt error management biases from natural cognitive mechanisms that cause the least costly error. They
refer to the error management theory (EMT) [68], which states that any cognitive mechanism can cause two
types of error: a false positive (type I error: adopting a belief that is not true) or a false negative (type II error:
failing to adopt a belief that is true). EMT predicts that humans adopt decisions that minimise the net effect
of the error and effort, as part of their survival and evolution. Error management biases arise as these natural
errors are inevitable when humans make decisions in the real world. Third, cognitive biases emerge from
an inappropriate assumption of normative standards. While behavioural scientists showed that human judg-
ments did not follow the rules of frequentist probability, human brains employ Bayesian probabilities, which
are computationally simpler [76]. Natural human behaviours are, therefore, considered cognitive biases be-
cause frequentist statistics are treated as a normative standard of probability assessment [51]. Moreover, the
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framing of the problem content affects the way humans approach decision-making and, thus, can mislead
their choices. While Wason showed that humans exhibited poor performance when solving the four-card
problem [192], subsequent research showed that the presentation and framing of the problem influenced the
subjects’ performance on the task [31].

Through the lenses of evolutionary theory, psychologist Lionel Page argued that many behaviours pre-
viously labelled as cognitive biases instead lead to optimal decision-making outcomes. In his recent book
“Optimally Rational: The Good Reasons We Behave the Way We Do” Page [131] suggested that these biases
are adaptive strategies that humans develop over a long process of evolution. If humans were actually irra-
tional and dumb, we would have already gone into extinction. Instead, humans adopt cognitive strategies that
are optimal for survival. Heuristics, dual-process decision-making, and cognitive biases are shaped by natural
selection to perform optimally under natural decision-making constraints (e.g., perceptual limitations, costs of
gathering and storing information, and the structure of the environment). Page described that heuristics and
biases are a major feature, not a bug of the human mind. However, there is a substantial mismatch between
the environment in the modern world and the world in which humans traditionally evolved [30]. Kaplan [95]
suggested that features of evolved human behaviour no longer fit with the modern world. Page [131] elab-
orated in his book through an example of sweet and fatty foods: while they were useful in the ancient age
when energy-rich food was scarce, they led to issues in the modern environment. In the end note, Page crit-
icised that the field of behavioural science should move beyond documenting specific cognitive biases (i.e.,
deviations from a norm of rationality) in a range of different settings and shift towards searching for unifying
principles behind the observed phenomena.

Summary

Ongoing debates over the definition of cognitive biases, heuristics, and human rationality have developed a
nuanced understanding of how human cognition and behaviour work in the real world. Simon proposed a
revolutionary concept of bounded rationality and heuristics to help humans make decisions under their men-
tal and environmental constraints. Two schools of psychologists later developed their definitions of heuris-
tics. Tversky and Kahneman believed that heuristics lead to systematic errors and deviations from the norm
of rationality. They called such distortions cognitive biases and documented several forms of how human
decision-making can deviate from the norm. Cognitive biases systematically influence behaviour and allow
individuals to form their subjective reality. Scholars from different disciplines have employed Tversky and
Kahneman’s notion of cognitive biases to explain human behaviour and decision-making. On the contrary,
Gigerenzer viewed heuristics as strategies for making fast and accurate judgments. He believed that it is in-
appropriate to consider humans irrational by asserting a norm of rational thinking. Cognitive biases do not
represent errors in judgment but fast and frugal strategies to help compensate for the bias-variance trade-off,
thus allowing humans to generalise and make accurate decisions under their limited knowledge of the world.
Evolutionary psychologists argue that individuals employ heuristics and biases in everyday decision-making
as part of human evolution and natural selection. Therefore, cognitive biases are adaptive features of the
human mind to help us make sense of the world. Nonetheless, these evolutionary cognitive biases present
concerns in the modern world because they may no longer fit with the present environment with different
incentives. In the context of HCI, computers did not exist at the time humans evolved. When interacting
with computers, present-day humans apply cognitive strategies they developed many thousands of years
ago. Therefore, there is a challenge about how technologies can be designed to fit with the human mind and
cognition that may have been outdated today.
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2.2 Cognitive Biases in Human-Computer Interaction

The field of Human-Computer Interaction (HCI) was established to investigate the design and use of com-
puter technology. As pioneers of HCI research, Card, Moran, and Newell [25] outlined how the hardware
and software of information-processing machines can be designed to optimise the interaction between men
and machines by applying psychological sciences. They proposed the human processor model, which drew an
analogy of humans with computational processors: when interacting with machines, humans employ percep-
tual, cognitive, and motor systems to perceive external stimuli, process information, and react accordingly.
While the human processor model was initially used to estimate a user’s reaction time, HCI researchers em-
ploy the model to explain that users employ reasoning when interacting with machines. Importantly, they
emphasised the role of mental models that shape users’ expectations of systems and the user experience.

2.2.1 Mental Models

Pioneer of User Experience Design Donald Norman wrote in his book “The Design of Everyday Things” that
humans form mental models when interacting with computers [125]. Rooted in psychology, mental models
are our internal representations and simple explanations of the real world that individuals use to understand,
interpret, and navigate the world [83]. These models are shaped by an individual’s prior experiences and ex-
isting beliefs. For example, users have built a strong mental model for a back button on a browser - they would
understand that clicking on this button will bring them back to a previous webpage. Mental models guide
how users predict how a system will work and, therefore, the way users interact with systems. Computing
systems have traditionally been designed to adapt to users’ mental models for a better user experience. For
example, online shopping platforms, computer desktops, and the recycle bin are made to resemble physical
shopping experiences, traditional desk workspaces, and recycle bins in the real world. On the contrary, sys-
tem designs that do not conform to the user’s mental model imply that the user’s expectation does not align
with the way the system actually works. Therefore, the mismatch between the system design and the user’s
mental model may lead to inaccurate predictions, errors, and confusion, hindering the user experience.

When navigating the real world, cognitive biases arise and can influence how we form mental models.
Humans employ heuristics to process information under their cognitive constraints efficiently. These heuris-
tics systematically distort our perception of the external reality and lead to the formation of what Tversky and
Kahneman [178] called subjective reality. Therefore, heuristics shape how we construct mental models. When
interacting with computing systems, users not only form their mental models but also employ heuristics to
help fit the system perception into their subjective worldview. As a result, cognitive biases surface in HCI
when users form mental models and rely on heuristics to make sense of the systems they interact with [127].
Especially when the user’s mental model does not align with the system design, users may calibrate their
mental models to align with the systems they interact with. This introduces cognitive challenges to users and
gives rise to the application of heuristics and cognitive biases to help them quickly process, filter, and make
sense of new knowledge. In the view of evolutionary psychologists, cognitive biases emerge due to the mis-
match between the design of the human mind and the present environment [131]. Such mismatches are also
present in the design of computing systems that may not align with the user’s mental model and, therefore,
impose conditions that trigger cognitive biases.

2.2.2 Impact of Cognitive Biases in HCI
Cognitive biases, by nature, influence the user behaviour when they interact with computing systems. The
HCl literature shows that these biases introduce unintended effects in the user-system interaction. Anchoring

bias prompts users to stick to the first information presented to them, for example, top results in search
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engines [8], prior information about the AI performance [127], or a default evaluation of a system [150].
Confirmation bias causes users to seek predominantly information that confirms their beliefs. For instance,
search engine users mostly clicked on items that support their hypotheses in hand [137]; users tended to like
system recommendations that suit their preferences [152]; or people recalled better title headlines that align
with their beliefs [102].

HCI research aims to design, build, and evaluate user-facing interventions. One of them is to induce user
behaviour change. Hekler et al. [72] suggest that the understanding of cognitive biases can inform the design
of behaviour change technologies. Cognitive biases specifically can be used to steer the user behaviour. A
well-known concept of nudging shows that we can subtly alter the environment in which users make decisions
to influence their behaviour [175]. Behavioural scientists Richard Thaler and Cass Sunstein, who introduced
the nudge theory, believe that nudging taps into cognitive biases to steer the user behaviour without their
awareness. Caraban et al. [23] document different ways to design nudging technologies and chart cognitive
biases they tap into. These nudges can be used to promote positive, meaningful change of behaviours, like
encouraging healthy food diet, offering alternative choices, or improve password security. However, the
same technique can be exploited to push people’s behaviour in a manipulative way - or what Thaler called
sludges [174]. For instance, adding a countdown timer on an online shopping platform prompts users to
expedite their decisions. The practice of using technologies to manipulate and deceive users is well-known in
HCI as dark patterns or deceptive design patterns. Mathur et al. [116] outline different cognitive biases that
dark patterns leverage to trick users towards a questionable goal, e.g., subscribing to a service, sneaking an
item into a shopping basket, or paying a hidden fee. In sum, the literature supports the idea that computing
systems can be deliberately designed to trigger the user’s cognitive biases and influence their subconscious,
real-world behaviour.

Elements of computing systems, algorithms, and user interfaces can spark cognitive biases, either in a de-
liberative or unintended manner. These biases can cause positive effects as well as destructive consequences.
Therefore, it is important to understand how, what, and when cognitive biases occur in the interaction be-
tween users and systems. However, we do not have sufficient understanding of cognitive biases in HCI. While
cognitive biases have increasingly been discussed in the HCI community [16, 35, 36, 37], limited research has
systematically addressed this research issue. Therefore, this thesis sets out to chart HCI research around the
notion of cognitive biases, identify research gaps, and enrich the understanding of the effects of cognitive
biases in HCL Chapter 3 extends beyond the reviewed theoretical concepts of cognitive biases and contex-
tualises it into the HCI literature: we survey the HCI literature and scopes the research around the issue of
cognitive biases, and identify the user-system interaction narratives where cognitive biases are present and
points out different angles HCI researchers, practitioners, and designers can engage with these biases.

2.3 Summary

Humans have evolved to economise their cognitive processing when navigating in the real world. The same
analogy applies when humans interact with computers. Users apply mental shortcuts and heuristics to ef-
fectively process information presented by the user interface. Cognitive biases emerge in the interaction as
systematic side effects that can influence the way users form perceptions, decisions, and behaviour. In this
chapter, we provide an overview of the literature in psychology and behavioural science that reflects how the
notion of cognitive bias is defined. Specifically, we highlight the research gap in HCI with respect to the issue
of cognitive bias, guiding the grand research question of this thesis: How do cognitive biases manifest in
HCI? This thesis breaks it down into four research questions presented in Table 1.1. In Chapters 3, 4, 5, and 6,
we present the original research contributions of this thesis — which address these questions — and highlight
how each chapter builds up on prior work, and discuss the methodology.
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Chapter 3

Mapping Cognitive Bias Research in Human-
Computer Interaction

3.1 Introduction

People form mental models when interacting with the physical world. Therefore, computing systems and user
interfaces are designed to adapt to the users’ mental models. Cognitive biases, however, influence how users
form such models and interact with computers. Systematic biases and effects have increasingly been studied
in HCI, mainly how they help designers account for the design of computing systems. In other words, HCI
researchers employ the notion of cognitive bias as a human factor in human-computer interaction. Due to
the multidisciplinary nature of HCI, however, researchers engage with cognitive biases from different focuses,
contexts, and methodologies. Current research lacks a unified, holistic understanding of how cognitive biases
manifest and contextualise in HCI.

In this chapter, we conduct a scoping review to chart how HCI researchers engage with cognitive biases.
We search and screen published articles from the HCI literature that study cognitive biases. Based on our
corpus with 127 articles, we perform open coding and derive study focuses (Investigating Effects, Mitigating,
Observing, Utilising, and Quantifying) and application contexts (Information Interaction and Recommender
Systems, Human-AI Interaction, Visualisation, Usability, Behaviour Change, Computer Supported Coopera-
tive Work and Social Computing, Human-Robot Interaction and Autonomous Systems, and Games) of cogni-
tive bias research in HCI, and document the appearances, terminologies, and definitions of cognitive biases
in the literature.

Our analysis reveals (1) the narratives of how HCI researchers engage with cognitive biases, (2) the re-
search conduct, and (3) the gap in the literature. Based on the study focuses, we discovered three narratives
(A, B, and C) that reflect the dynamics of cognitive biases in users, systems, and designers:

A. Computing systems can trigger as well as mitigate cognitive biases in people;

B. Designers of computing systems capitalise on users’ cognitive biases to steer behaviours;

C. HCl researchers develop tools and methods to closer observe cognitive biases.

We further construct a high-level narrative of how HCI researchers engage with cognitive biases, as shown
in Figure 1.1. Because computing systems can trigger cognitive biases in users, the interaction between hu-
mans and computers can cause (or exacerbate) real-world concerns (e.g., misinformation, trust in Al, or dark

19



Chapter 3 Mapping Cognitive Bias Research in Human-Computer Interaction 3.2 ArticleI

patterns). Motivated by such concerns, HCI researchers build tools and methods to quantify cognitive biases
in the interaction to closer investigate and understand the effects of biases. With a better understanding of
how cognitive biases manifest in the interaction, HCI researchers derive design considerations which mitigate
the undesired effects, leverage biases for good, and address real-world concerns.

We describe the methodology of the scoping review and analysis, as well as their implications in the
attached publication, Article 1.

3.2 Articlel

This article was presented at the CHI Conference on Human Factors in Computing (CHI 2025). It received
the honourable mention recognition for the best paper (top 5% of the total submissions). Copyright is held
by the authors. Publication rights licensed to ACM. This is the authors’ version of the work. It is posted here
for your personal use. Not for redistribution. The definitive version of record was published in:

Nattapat Boonprakong, Benjamin Tag, Jorge Goncalves, and Tilman Dingler. 2025. How Do HCI Researchers
Study Cognitive Biases? A Scoping Review. In CHI Conference on Human Factors in Computing Systems (CHI
’25), April 26—May 01, 2025, Yokohama, Japan. ACM, New York, NY, USA, 20 pages. https://doi.org/10.
1145/3706598.3713450
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Figure 1: A summary of how HCI researchers study cognitive biases. Computing systems can trigger cognitive bi-
ases in humans and influence (or steer) their behaviours and decision-making. Cognitive biases affect the real-
world behaviours of humans, which motivates HCI researchers to develop (1) tools and methods measuring the occur-

rences of cognitive biases to study their effects on the interaction between humans and computers. Consequently,
(2) the understanding of cognitive biases informs (3) the design of computing systems, which mitigates or utilises cognitive

biases and helps address (4) the real-world behaviour of humans.

Abstract

Computing systems are increasingly designed to adapt to users’
cognitive states and mental models. Yet, cognitive biases affect how
humans form such models and, therefore, they can impact their
interactions with computers. To better understand this interplay,
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we conducted a scoping review to chart how Human-Computer
Interaction (HCI) researchers study cognitive biases. Our findings
show that computing systems not only have the potential to in-
duce and amplify cognitive biases but also can be designed to steer
users’ behaviour and decision-making by capitalising on biases.
We describe how HCI researchers develop algorithms and sens-
ing methods to detect and quantify the effects of cognitive biases
and discuss how we can use their understanding to inform system
design. In this paper, we outline a research agenda for more theory-
grounded research and highlight ethical issues when researching
and designing computing systems with cognitive biases in mind as
they affect real-world behaviour.
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1 Introduction

When interacting with computers, humans form mental models
- internal representations of the external reality — based on what
they believe, prefer, and are familiar with [30]. The design of ev-
eryday user interfaces, such as desktops, digital games, or online
websites, is predominantly based on the mental representation of
humans from real-world physical objects. However, human mental
models are subject to bounded rationality [166]. Humans use sim-
ple rules of thumb, developed through their beliefs and experience
of the world, to sift through the complexity of everyday decision-
making. The pioneers of behavioural economics, Tversky and Kah-
neman [97, 187, 188] coined such phenomena as cognitive bias
and documented different ways such biases systematically skew
human behaviours and judgements. For example, the anchoring
bias makes us tend to rather stick with the first piece of information
we encounter [188], or the framing effect influences people to make
decisions differently based on how the choices are presented [189].
While computing systems are built to adapt to people’s cognitive
states and mental models [22, 30], cognitive biases affect how they
form such models and, therefore, impact the interaction between
humans and computers.

More importantly, cognitive biases can cause harm and open
the door to manipulation. Misinformation triggers confirmation
bias in Internet users (tendency to seek information that only
aligns with one’s own beliefs), which lets them believe and prop-
agate such information [60, 164]. Dark patterns [132] and social
engineering [23] exploit people’s cognitive biases and steer their
decision-making. The issue of cognitive biases, hence, becomes a
crucial research agenda in HCI to design systems that not only
take cognitive biases into account but also remediate their adverse
effects [5, 18, 46, 47, 125, 200, 213].

Due to HCI’s multidisciplinary nature, research about cognitive
biases in HCI is scattered and targets the issue from different an-
gles, methodologies, and application areas. However, there exists
no comprehensive review of cognitive bias studies in HCL. In this
paper, we provide a scoping review of 127 articles that study cogni-
tive biases in HCIL Our goal is to form a systematic understanding
of how cognitive biases manifest in the interaction with computers.
Therefore, we analyse the literature and chart how the HCI com-
munity conducts research around cognitive biases by categorising
papers based on their study focus and application context.
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Our results show that HCI research considers cognitive biases
as a human factor. HCI researchers aim to understand how human-
computer interactions reinforce cognitive biases to inform design
considerations that address these biases. We found five different
ways HCI researchers engage with cognitive biases (Investigat-
ing Effects, Mitigating, Observing, Utilising, and Quantifying) and
mapped them in an overarching picture of how HCI researchers
study cognitive biases (Figure 1). Computing systems can trigger
cognitive biases, which influence, and sometimes steer, real-world
human behaviours. Motivated by these concerns, HCI researchers
develop (1) tools and methods that quantify and capture the occur-
rences of cognitive biases. These tools and methods help researchers
to closer investigate (2) their effects on the interaction between
humans and computers. With a better understanding of cognitive
biases, HCI researchers design (3) systems and interfaces that
mitigate and leverage cognitive biases, ultimately addressing (4)
real-world human behaviours. Additionally, we found that cog-
nitive biases are a double-edged sword: not only can their effects
steer human judgements, but they are also leveraged for the greater
good.

In sum, this paper provides the following contributions:

e We provide a scoping review of cognitive bias studies based
on a corpus of 127 HCI papers published between January
2010 and May 2024.

e Based on open coding, we derive five ways HCI researchers
engage with cognitive biases (Investigating Effects, Mitigat-
ing, Observing, Utilising, and Quantifying) and eight appli-
cation areas where cognitive biases are studied in HCI (Infor-
mation Interaction and Recommender Systems, Human-AI
Interaction, Visualisation, Usability, Behaviour Change, Com-
puter Supported Cooperative Work and Social Computing,
Human-Robot Interaction and Autonomous Systems, and
Games).

e We map out recommendations and future opportunities for
the HCI community to research cognitive biases, voicing
the need for community standards, methodological frame-
works, and theory-oriented research while discussing the
ethical considerations regarding cognitive bias research in
HCI. We identify gaps in the literature (Table 2), which guide
opportunities for future work.

2 Background

Bias refers to a systematic deviation from the norm. There can
be several kinds of bias depending on how we set the norm, ac-
tors, and application contexts. For example, algorithmic bias de-
scribes systematic errors in computing systems that create unfair
outcomes [91], and gender bias implies a systematic difference of
treatment of one gender over another [41]. In this paper, we focus
on cognitive bias, first coined by Tversky and Kahneman [188], to
refer to a systematic deviation in judgement from the norm of ratio-
nality. In this section, we incorporate the literature in cognitive and
behavioural science to discuss the notion of cognitive biases, the
dual-process theory, and techniques to debias people. We wrap up
this section with a discussion of how cognitive biases impact HCI,
a review of relevant surveys, and a statement of our contribution
to the HCI community.
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How Do HCI Researchers Study Cognitive Biases? A Scoping Review

2.1 Cognitive Biases and Their Interpretations

Humans are not always rational because their cognitive capac-
ity is limited. During the decade of 1950s, Herbert Simon coined
the concept of Bounded Rationality to explain that, given the
complexity of the world and constraints on time and cognitive re-
sources, humans apply Mental Shortcuts to faster sift through
information and make judgments [166]. Such mental shortcuts can
lead to flawed and suboptimal decision-making. Two decades later,
Tversky and Kahneman extended this concept and proposed the
notion of Cognitive Bias: humans employ Heuristics as men-
tal shortcuts which systemically deviate their behaviour and the
decision-making outcome from the norm of rationality [188]. Guar-
anteeing a fast but suboptimal outcome, heuristics are rules of
thumb that humans have adopted through basic instinct, preexist-
ing beliefs, and prior experiences [87]. Through a series of empirical
experiments [95, 98, 187-189], Tversky and Kahneman showed that
humans employ heuristics and, thus, exhibit several kinds of cogni-
tive biases which systematically skew their decision-making. For
example, the anchoring bias makes people rely heavily on the first
information presented to them [188]; and the framing effect causes
individuals to react to a piece of information differently depend-
ing on how it is presented [189]. Subsequent works in cognitive
psychology and behavioural science discovered more variations
of cognitive biases, such as confirmation bias [142], the halo ef-
fect [12] (tendency to rate attractive individuals more favourably
for their characteristics), the fundamental attribution error [160]
(tendency to overattribute the behaviour of others based on their
characteristics), or the Dunning-Kruger effect [113] (tendency to
overestimate one’s ability despite lacking competence). Up to date,
there have been over 180 documented forms' of cognitive bias [58].
Meanwhile, recent research has argued that most cognitive biases
can be simplified to a form of confirmation bias [147].

Being the by-product of mental shortcuts in decision-making,
Kahneman and Tversky viewed cognitive biases as erroneous re-
sponses or mental fallacies resulting from the deviation from the
norm of rationality [54, 64, 188]. However, recent discourses in psy-
chology have started to shift away from the original interpretation
of cognitive biases. The prominent psychologist Gerd Gigerenzer
has been a critic of the idea that humans are biased, disputing
that the norm of rationality does not always exist [194]. In his
later works, he argued that heuristics are fast and frugal reasoning
that helps people make a fast and rational decision at the same
time [62, 63]. Some psychologists define cognitive biases as the be-
havioural consequence of the unconscious, unintended use of men-
tal shortcuts [149, 206]. Hilbert [86] proposes that cognitive biases
can be statistically modelled as a result of humans’ noisy memory
and information processing. In evolution psychology, Haselton and
colleagues [78, 79] discuss cognitive biases as rather design features
of the human mind, citing that humans develop many cognitive
biases and heuristics as part of their survival and the natural se-
lection. In this paper, we refer to the more inclusive definition: we
consider cognitive biases an inherent human factor that broadly
and systematically affects and distorts their behaviour.

Not all forms of cognitive bias have been empirically validated in peer-reviewed
studies.
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2.2 Dual-Process Theory and Debiasing

Human cognition employs two systems of information process-
ing: a fast, automatic, and error-prone System 1 Thinking and a
slow, conscious, and deliberative System 2 Thinking [172, 201].
The so-called Dual-Process Theory explains that most of the
time, humans resort to using System 1 thinking to make judgments.
Psychologists argue that cognitive biases largely emerge from the
activation of System 1 thinking [31, 56, 95, 171]. People, therefore,
employ heuristics and cognitive biases when sifting through com-
plex information without explicit awareness.

Research in psychology and behavioural science suggests that
cognitive biases could be reduced or avoided if people bypass Sys-
tem 1 and shift to System 2 thinking [124, 168, 172]. This can be
done through Cognitive Aid to guide people to make alternative,
rational decisions. Kozyreva et al. [112] propose three main ap-
proaches to intervene users away from cognitive biases: nudging,
technocognition, and boosting. Nudging [181] changes the envi-
ronment (i.e., the user interface) and shifts people’s behaviour in a
subtle way. Notably, nudges can substitute people’s autonomous
choices with preselected rational decisions. Technocognition [119]
are psychological interventions that safeguard people from their
biases. For example, slowing down decision-making invites peo-
ple to reflect on their judgment [170]. Boosting [85] fosters users’
metacognition and critical thinking skills to empower control over
their decision-making. This also includes education and psycho-
logical innoculation [40] that build people’s resilience to fast and
error-prone thinking.

Correcting people’s cognitive biases is, however, not straight-
forward. Lilienfeld et al. [124] suggest a number of factors that are
potential barriers to debiasing. For example, individual differences
in working memory and intelligence influence the motivation to
engage in rather System 1 or System 2 thinking and, therefore, an
individual’s receptibility to debiasing interventions [55, 171]. In
addition, interventions may not work in the long term and over dif-
ferent contexts [205]. There is also a possibility that interventions
may backfire and rather exacerbate the user’s existing cognitive
biases [207].

2.3 Impact of Cognitive Biases on HCI

Cognitive biases profoundly affect user behaviours, especially when
they come into contact with computing systems. The role of cog-
nitive biases influencing the interaction has been discussed in the
HCI community over the recent decade [5, 6, 18, 20, 125, 213]. As a
result, we observe a growing number of HCI studies investigating
cognitive biases (Figure 3). HCI research generally studies the prac-
tical aspects of cognitive biases to optimise the human-computer
interaction, e.g., how does anchoring bias affect people when they
use Al to make decisions [76, 143] or how could nudging inter-
faces mitigate confirmation bias when people search information
on the web [123, 158, 159]. Additionally, interface designers have
employed nudges [181], which harness cognitive biases, to steer
the user behaviour [28, 109]. Dark patterns [132, 133] and social
engineering [23] are interesting case studies where people’s cog-
nitive biases are exploited to manipulate their decision-making.
Recent works have discussed the notion of Bias-Awareness [17, 126]
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as computing systems take users’ existing cognitive biases into
account, mitigate their drawbacks, and maximise their benefits.

2.4 Related Surveys

Our review builds upon the existing surveys in the HCI commu-
nity that ground on cognitive biases, particularly in the areas of
behaviour change technologies and human-centred AL Hekler et al.
[83] survey studies on behaviour change published at CHI between
2002-2012. The authors recommend that insights into cognitive
biases in behavioural science can inform the design and evaluation
of technologies that help people change their behaviours (e.g., eat-
ing more healthy food). More importantly, they suggest that HCI
and behavioural science literature remain largely siloed within the
two communities. On the other hand, the domain of HCI is in a
unique position to contribute to the field of behavioural science.
Not only can HCI leverage insights in behavioural science, such as
cognitive biases, but it can also complement them through ubiq-
uitous sensing, fast prototyping, and data-driven practice. In the
same vain, Pinder et al. [152] provide a critical review of digital
health behaviour change interventions and suggest that cognitive
biases can be leveraged to induce change in health behaviours (e.g.,
to quit smoking or reduce anxiety) through the use of Cognitive
Bias Modification (CBM), which modifies people’s subconscious
mental shortcuts by gradually modifying attentional bias (tendency
to prioritise attention on a certain type of stimuli), approach bias
(tendency to approach rather than avoid repetitive cues), and the
priming effect (an individual’s exposure to one stimulus influences
how they respond to a subsequent stimulus). Caraban et al. [28] re-
view HCI studies that proposed and employed technology-mediated
nudges to induce behaviour change. They cover 23 mechanisms of
nudging by tapping into people’s cognitive biases. While nudges
are often criticised as manipulating people’s autonomy [156, 176],
they find that the majority of the nudges rather transparently pro-
mote reflective thinking and influence the user choice rather than
implicitly manipulating user behaviour.

Researchers have also explored cognitive biases in Al-assisted
decision-making [14, 69, 104, 200]. Wang et al. [200] conduct a lit-
erature review of concepts in explainable AI (XAI) and synthesise
a conceptual framework of how human cognitive patterns drive
the need for building XAI and how XAI can alleviate common cog-
nitive biases. Kliegr et al. [104] review and analyse the effects of
cognitive biases on the interpretation of machine learning models.
Their work suggests that individual differences (e.g., personality
traits and numerical literacy) could influence the effectiveness of
cognitive bias mitigation. They also highlight that a study of the
effects of cognitive biases should precede bias mitigation to ensure
that the bias occurs and the bias mitigation strategy does not back-
fire. Bertrand et al. [14] survey studies that involve cognitive biases
in Al-assisted decision-making. The authors provide an overview
of the context in which different cognitive biases affect how XAI
systems are designed and evaluated in user studies. The work also
outlines that XAI systems can mitigate, as well as cause, trigger, or
amplify, the users’ existing cognitive biases. The authors argue that
not all cognitive biases are harmful. Some of them are inherent to
the interaction with the Al explanation.
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While the prevailing surveys have explored how cognitive biases
manifest in human-computer interaction from different angles of
HCI, there is a lack of a comprehensive review of cognitive biases
throughout the field. Therefore, we propose a scoping review that
charts how the broader HCI community studies cognitive biases. In
this regard, we review research papers that investigate cognitive bi-
ases in different application domains of HCI and draw a framework
(Figure 1) of where cognitive biases are situated in the dynamics
of human-computer interaction. To the best of our knowledge, we
are the first to comprehensively review the research on cognitive
biases across different HCI contexts.

2.5 Our Contributions

Limited work has reviewed the issue of cognitive biases in HCI.
While this issue is clearly emerging, research has scattered around
different angles and application domains due to the multidisci-
plinary nature of HCL Therefore, it is essential to summarise these
research spans and assemble the big picture of cognitive biases’
prevalence in human-computer interaction. In this paper, we present
a systematic scoping review that highlights the issue of cognitive bi-
ases in HCI. Importantly, our work provides a holistic overview
of cognitive biases in the interaction with computer systems.
We differentiate our work from existing surveys in HCI, which
address the question in a specific domain and application scenario
(e.g., behaviour change or human-Al interaction). To this end, we
augment our discussion with insights from the existing surveys
and discussions around cognitive biases in HCI.

Our scoping review seeks to understand the question: how do
HCI researchers study cognitive biases? Through analysing
cognitive bias studies throughout different spaces in HCI, we (1)
chart the landscape of cognitive biases in HCI, i.e., what aspects
of them are studied and leveraged. This helps us to (2) form guide-
lines on what HCI researchers should consider when researching
cognitive biases. Specifically, our work reflects the practice of how
HCI researchers have studied cognitive biases. Furthermore, our
work identifies (3) challenges and opportunities for HCI research
to develop tools, understanding, and designs that take cognitive
biases into account to address concerns about human real-world
behaviours. We publish our study corpus and the coding manual as
supplementary materials for future work to expand upon.

3 Methodology

Our work qualifies as a scoping review [138]. To address our re-
search question, we systematically examine how cognitive bias
research is conducted, identify areas or gaps of research, and clarify
the notion of cognitive bias in the HCI literature. To conduct this
scoping review, one researcher performed (1) database searches, (2)
article screening, and (3) data extraction and coding. Three other
researchers iteratively cross-checked the process.

3.1 Database Searches

We followed the PRISMA 2020 guidelines [137] to select relevant
publications for this scoping review. First of all, we identified HCI
research articles published in leading venues in HCI that are likely
to publish work on cognitive biases. This includes venues sponsored
by ACM SIGCHI (e.g., CHI, CSCW, TOCHI, CHIIR, or IUI), TVCG,
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IJHCS, and JHCI. We first started with the search query “cognitive
bias” in publication titles and abstracts to identify research articles
relevant to cognitive biases. We then iteratively derived synonyms
based on the initial search. Therefore, we identified new terms:
“human bias”, “confirmation bias”, and “decision bias”. We note that
the terms “human bias” and “decision bias” are relevant to biases
related to humans. To maximise coverage of cognitive bias stud-
ies, we included “confirmation bias” as a keyword because of its
prevalence as the most common form of cognitive bias. Research in
psychology suggests that most cognitive biases can be simplified
to confirmation bias [147]. Due to the large number of cognitive
biases identified in the literature, we found that the terminologies
may differ between different articles. More importantly, some pa-
pers do not explicitly use the abovementioned terms in the abstract.
By title or abstract, we found that searching these terms returned
limited results (only 31 results are returned in the ACM Digital
Library, as of 31 May 2024). Therefore, we performed full-text
searches to get better coverage of articles. However, we did not
include the generic term “bias” as it returned a large number of
irrelevant records from the online databases. After fine-tuning, we
performed library searches using the following research query:

"human bias" OR

[[Full Text: "cognitive bias" OR

"decision bias" OR "confirmation bias"] AND [E-Publication

Date: (01/01/2010 TO 31/05/2024)1]

3.2 Article Screening

We obtained a total of 483 unique records through the database key-
word search up to 31 May 2024. We then performed title and abstract
screening. At this stage, we included articles that mention keywords
that relate to the themes of cognitive biases (including bounded
rationality, heuristics, dual-system thinking, decision-making, and
mental models). We excluded articles that were clearly outside our
scope (e.g., those examining algorithmic bias or media bias). This
process left us with 234 papers. Subsequently, we assessed the ar-
ticles at the full-text level to filter out irrelevant articles that did
not investigate cognitive biases. To do so, we excluded papers that
did not have cognitive biases as their main focus or study variables
(92 papers). In addition, we excluded short papers, posters, late-
breaking works, and extended abstracts (14 papers) because they
have a different level of maturity than full papers. One paper was
excluded because it was not written in English. We derived the
final corpus of 127 papers for data extraction. Figure 2 shows a flow
diagram for our article selection process.

3.3 Data Extraction and Coding

With our corpus, we created a data extraction sheet to systemati-
cally explain our papers from different angles. For each study, we
extracted (1) what cognitive biases are studied with their defini-
tions, (2) how cognitive biases are studied, and (3) what applica-
tion context it covers. We describe the data extraction and coding
methodology in the following.

(1) Cognitive Biases Studied and Their Definitions: In each
paper, we extracted all cognitive biases mentioned with
the terms and definitions mentioned by the author(s). We
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Records identified from:
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abstract and title screening
(n=249)
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!

Records excluded (n = 107):
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(n=234)

Not a full paper (n=14)
Not written in English (n=1)
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(n=127)
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Figure 2: PRISMA 2020 [137] flow diagram for the article
screening and selection process.

performed a keyword search in the full-text paper to iden-
tify possible mentions of cognitive biases. By doing so, we
included keywords “bias” and “effect” and cross-checked
with Cognitive Bias Foundation’s taxonomy of cognitive bi-
ases [58], which provides a community-sourced extensive
document of more than 180 cognitive biases.

Study Focus: For each paper, we extracted how cognitive bi-

ases are studied. We then performed open coding and derived

five different study focuses in the following bullet points.

We note that 14 papers (11.02%) have two study focuses as

they consider cognitive biases in multiple angles. For com-

plete information, we publish the data extraction sheet in
the supplementary materials.

e Quantification: tools, methods, metrics, or mathemati-
cal/statistical models to detect, measure, or quantify cog-
nitive biases;

e Mitigation: mitigation or prevention of cognitive biases
and their adverse effects;

e Utilisation: application and utilisation of the effects of
cognitive biases in the interaction with computers;

o Effect Study: investigation or demonstration of the em-
pirical effects of cognitive biases on the interaction with
computers;

e Observation: observations or case studies of cognitive
biases in people, systems, and their interactions.

Application Contexts We extracted the primary applica-

tion context each paper worked on. Subsequently, we applied

open coding to group each paper into eight broad, distinct
themes, which represent different areas of HCI research:
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Application Context
Behaviour Change
CSCW and Social Computing
Games
Human-Al Interaction
Human-Robot Interaction and Autonomous Systems
Information Interaction and Recommender Systems
Usability
Visualisation
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Figure 3: The number of cognitive bias papers by application
context and published year, dated from 2010 to May 2024.

(1) Information Interaction and Recommender Systems, (2)
Human-AI Interaction, (3) Visualisation, (4) Usability, (5) Be-
haviour Change, (6) Computer Support Cooperative Work
(CSCW) and Social Computing, (7) Human-Robot Interaction
and Autonomous Systems?, and (8) Games.

4 Results

In the following subsections, we provide the analysis of 127 articles
in our corpus based on each of our data extraction criteria: publica-
tion venue, term and definition of cognitive bias, study focus, and
application context.

4.1 Publication Venue and Year

In our corpus, papers published at CHI form the majority of works
(40 articles, 31.49%). Other than that, there are papers published at
CSCW (12 articles, 9.44%), IJHCI (8 articles, 6.30%), IUI (8 articles,
6.30%), TOCHI (7 articles, 5.51%), CHIIR (6 articles, 4.72%), TVCG
(6 articles, 4.72%), and others (40 articles, 31.49%). We observe an
upward trend of articles published by year (Figure 3). This reflects
that the issue of cognitive biases has increasingly gained attention
in HCI research. Notably, roughly half of our corpus (60 articles,
47.24%) was published between 2022 and 2024, with CHI papers
making up the majority (27 articles).

4.2 Terms and Definitions of Cognitive Biases

We identified 99 different terms referring to any form of cognitive
bias. After merging synonyms (for example, “anchoring bias” and
“anchoring effect” are considered the same cognitive bias), we ar-
rived at 92 unique cognitive biases. We found confirmation bias
to be the most frequently studied (45 articles), which is partially
due to its inclusion in the search query. We identified several other
cognitive biases, such as anchoring bias (21 articles), the framing
effect (14 articles), and availability bias (8 articles). Several papers,
however, do not mention any specific form of cognitive biases; for
example, 20 articles mention “cognitive bias” or its equivalent terms.
Figure 4 charts 10 of the most frequently mentioned cognitive biases

Despite Human-Robot Interaction overlaps significantly with Human-Al Interaction,
it deserves a separate category because the physical embodiment of autonomous
agents [117].
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Confirmation Bias(*) 45
Anchoring Bias
Cognitive Bias
Framing Effect
Availability Bias 8
Decoy Effect 5
Priming Effect 5
Default Bias 4
Bandwagon Effect 4

Loss Aversion Bias 4

0 10 20 30
Number of Articles Appeared

40

Figure 4: This chart visualises the 10 most frequently men-
tioned forms of cognitive bias with the number of articles in
each of them. Note that some papers may investigate more
than one cognitive bias. *The inclusion of “confirmation bias”
in the search query may make its occurrences in our corpus
more frequent than usual.

in our corpus. We provide the full list of unique cognitive biases in
our bias codebook as part of the supplementary materials.

We found discrepancies in the usage of terms of cognitive biases.
First of all, bias, effect, and heuristics are used interchangeably.
Prominent examples include “anchoring bias” and “anchoring effect”
or “availability bias” and “availability heuristics”. Goffart et al. [65]
cross-termed between “default option effect”, “default option bias”,
and “default bias”. We identified many semantically-equivalent
terms for “cognitive bias”; for example, “decision bias”, “decision
heuristics”, and “bias in decision making”. We also found some
cognitive biases to be closely related. There are cross-usages of
terms in confirmation bias studies. For example, Liao et al. [123]
study selective exposure (tendency to focus and seek out information
that confirms one’s beliefs), which overlaps with confirmation bias.
Similarly, Aicher et al. [2] touched on self-imposed filter bubbles, a
related phenomenon with confirmation bias. Some works also coin
context-specific cognitive biases based on existing cognitive biases;
for instance, Pafla et al. [151] propose explanation confirmation bias
based on confirmation bias in explanations provided by AL We
present common cognitive bias synonyms in Table 1.

We discovered some discrepancies in definitions of cognitive
bias. Two prominent examples are confirmation bias and anchoring
bias. While the majority of papers reference confirmation bias by
the definition given in the original work of Nickerson [142], some
papers refer to later works in psychology [93] or domain-specific
definitions, such as Information Retrieval [5] or Communication
Science [106]. Similarly, anchoring bias is mostly defined using the
definition in the seminal work of Tversky and Kahneman [188];
however, some papers refer to the definitions in previous HCI re-
search (e.g., [141, 200]). Among articles that refer to the seminal
works’ definitions, we found variability in the wording. Specifically,
many papers frame their cognitive bias definitions as context- or
domain-specific. For example, Rieger et al. [158] refer to confir-
mation bias as “Users tend to select search results that confirm pre-
existing beliefs or values and ignore competing possibilities.”. Naiseh
et al. [139] define it as “Humans favour an XAI classification that
is consistent in its output with their beliefs and initial hypothesis”
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Table 1: Common cognitive bias synonyms

Cognitive Bias

Semantically Equivalent Cognitive Biases

Cognitive Bias

Decision Bias, Decision Heuristics, Bias in Decision Making, Human Bias

Confirmation Bias

Selective Exposure, Self-Imposed Filter Bubbles, Explanation Confirmation Bias

Anchoring Bias Anchoring Effect

Availability Bias Availability Heuristics
Decoy Effect Asymmetric Dominated Choice
Default Bias Default Option Bias, Default Option Effect,

Forer-Barnum Effect

Forer Effect, Barnum Effect

Positioning Bias

Positional Bias, Positioning Heuristics

Ambiguity Aversion Ambiguity Effect

Fundamental Attribution Error  Attraction Effect

Bandwagon Effect Herd Instinct Bias

Automation Bias

Automation Complacency

Furthermore, we identified 22 instances of cognitive biases without
a clear definition stated in the respective papers.

4.3 Study Focuses

We categorised papers in our corpus into five study focuses. Sub-
sequently, these focuses reveal three key narratives of cognitive
biases in HCI: (A) computing systems can trigger and mitigate cog-
nitive biases; (B) designers capitalise on cognitive biases in users
to steer their behaviours; and (C) HCI researchers develop tools
and methods to closer observe cognitive biases. In this section, we
review the literature in each narrative based on their study focuses.

A. Computing Systems Can Trigger as well as
Mitigate Cognitive Biases in People

4.3.1 Investigating the Effects of Biases. We found 38 papers (29.92%)
unveiling cognitive biases that people follow when interacting
with computing systems. These studies often set up experiments to
demonstrate the effects of cognitive biases, with the goal of under-
standing cognitive biases as a human factor and deriving design
recommendations. Most of the works (30 articles) employed quan-
titative methods and experimental designs [36, 38, 39, 48, 59, 67,
70,71, 73, 80-82, 103, 107, 108, 110, 114, 129, 143, 154, 159, 162, 163,
169, 177, 178, 183, 184, 186, 208]. For example, Tomé et al. [186]
study loss aversion bias (tendency to avoid losses over achieving
equivalent gains) in gameplay and derive design considerations
for game designers; Nourani et al. [143] explore anchoring bias in
explainable Al and find that users tend to make more errors if they
are exposed to system strengths (i.e., they are told that an Al system
makes accurate predictions) as an anchor; He et al. [82] investigate
the Dunning-Kruger effect on human reliance on an Al system and
suggest that people who overestimate their ability tend to rely less
on Al advice.

Meanwhile, a limited number of papers study the effects of cog-
nitive biases by using qualitative (2 articles) [61, 173] or mixed
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methods (6 articles) [37, 43, 50, 68, 134, 144]. For instance, Mendez
et al. [134] conduct a qualitative study and a follow-up quantita-
tive experiment to investigate the framing effect in student course
selection. Chromik et al. [37] carry out a mixed-method study to
examine the illusion of explanatory depth (people’s tendency to
believe they understand a topic better than they actually do) in
explainable Al

4.3.2 Mitigating Biases. We identified 39 papers (30.71%) that seek
to mitigate the effects of cognitive biases. Researchers in HCI em-
ploy cognitive aid as a strategy to help users reflect and make
rational decisions. More specifically, research proposes tools and
user interface designs that serve as cognitive aid [42, 51, 67, 100, 105,
111,135, 174, 193, 199, 200, 213-216]; for example, Zheng et al. [216]
propose an intelligent agent to make the discussion among human
teachers more objective and reduce errors in decision-making; and
Wang et al. [200] present guidelines for designing explainable Al
that encourages its users to avoid amplifying their cognitive biases.
Studies also explore using pedagogical tools to teach users critical
thinking skills, avoiding their cognitive biases [116, 191, 204]. For
instance, Whitaker et al. [204] propose Heuristica, a video game
that teaches students to recognise and mitigate cognitive biases
using a set of immersive scenarios.

Some research suggests that cognitive biases can be mitigated
through system feedback that helps users to reflect on their existing
biases [52, 126, 140, 145, 165, 198]. For example, Echterhoff et al.
[52] propose a machine learning algorithm that identifies anchored
decisions made by users and modifies the presentation order of
stimuli to minimise anchoring bias. Narechania et al. [140] develop
a visual data analytics tool that shows users their interaction history
and encourages them to reflect on their unconscious biases.

We also identified several papers proposing nudging [181] to
shift users away from biased behaviours. Nudges to mitigate cog-
nitive biases come in the forms of indicators and interface de-
signs [123, 125, 158, 159, 192, 209]. For example, Liao et al. [123]
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introduce aspect indicators to reduce selective exposure in infor-
mation seekers. Rieger et al. [158] employ obfuscation to minimise
users’ interaction with attitude-confirming search results to miti-
gate confirmation bias.

Recent works have raised concerns about bias mitigation. Bach
et al. [8] propose a list of recommendations for how to incorporate
bias mitigation strategies into practical Al applications. Bias mitiga-
tion could trigger Al aversion among users and backfire. Therefore,
one should consider subtle design patterns, apply bias mitigation
periodically rather than constantly, and increase the awareness of
potential cognitive biases through the user interface. Some research
points out that user-related factors and interaction context could
impact the effectiveness of bias mitigation [27, 67, 125, 158, 200].
Graells-Garrido et al. [67] argue that there exists no one-size-fits-all
approach to combat cognitive biases. In other words, one bias miti-
gation strategy does not always work in every individual, context,
and scenario. Subsequent studies provide supporting empirical evi-
dence. Cao et al. [27] find that user demographics, such as age and
familiarity with probability and statistics, could influence user in-
teraction and, subsequently, amplify the effects of cognitive biases.
Rieger et al. [158] point out that situation- and user-related factors
(e.g., attitude strength, topic interest, and personality traits) could
impact the effectiveness of confirmation bias mitigation approaches.

B. Designers of Computing Systems Capitalise on
Users’ Cognitive Biases to Steer Behaviours

4.3.3  Utilising Biases. 21 articles (16.53%) leverage cognitive biases
to nudge users toward certain behavioural outcomes. We identified
two main applications of cognitive biases in the literature: (1) chang-
ing user behaviours and (2) incorporating cognitive biases in design.
First of all, a significant portion of studies leverage the effects of
cognitive biases to shift user behaviours in a predictable way. Lee
et al. [118] is among the first to investigate how HCI research could
leverage behavioural science to design persuasive technologies.
The authors showcase the application of the default bias (tendency
to accept what is presented), present bias (tendency to settle for
a smaller present reward over a bigger award in the future), and
decoy effect (tendency to swap one’s preference between two op-
tions when a third option is presented) in promoting healthy eating
choices. Subsequent studies (e.g., [28, 158, 159, 211, 212, 218]) take
the approach of nudging [181] - by altering the environment, i.e.,
the user interface, one can trigger the user’s cognitive biases and
steer them towards a particular decision or behaviour. For example,
Zhang et al. [212] propose an interface nudge to encourage people
to reflect on their views on political issues. Zavolokina et al. [211]
propose ClarifAl, a tool to nudge users towards more critical news
consumption. Meanwhile, some papers take advantage of the ef-
fects of cognitive biases to induce behaviour change. Ma et al. [128]
employ anchoring bias to promote people’s trust in Al. Yamamoto
and Takehiro [209] use the priming effect to enhance engagement
in critical thinking in web searches. Some research investigates
CBM [99, 152], which has been commonly used in psychology to
modify people’s mental shortcuts towards long-term, habitual be-
haviour change [94]. Pinder et al. [152] suggest that CBM presents
a use-case where cognitive biases are leveraged to change people’s
habits. Kakoschke et al. [99] propose a CBM-based intervention to
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reprogram associative links between unhealthy food and automatic
appetitive responses, making people eat healthier food.

A notable span of works incorporate cognitive biases in the
design of computing systems. Loerakker et al. [127] leverage the
framing effect in the design of personal informatics to support self-
compassion and positive experiences. Mathur et al. [132] discuss
how dark patterns on shopping websites exploit people’s cognitive
biases and deceive them. Burda et al. [23] investigate cognitive
mechanisms of social engineering applications, which manipulate
people by triggering their cognitive biases. Theocharous et al. [182]
provide a critique of personalised recommendation systems and
propose how cognitive biases could be taken into account in these
systems.

C. HCI Researchers Develop Tools and Methods
to Closer Observe Cognitive Biases

4.3.4 Observing Biases. We found 25 articles (19.68%) that con-
sider cognitive biases as a human factor in the interaction with
computers. Some research observe the manifestation of cognitive
biases [3, 4, 7, 60, 76, 115, 139, 157, 164]. For example, Rho et al.
[157] and Mantri et al. [131] demonstrate the framing effect in user
comments in forums of publishers. Haque et al. [76] show that
law enforcement agents tended to exhibit anchoring bias when
interacting with crime maps presented by decision support systems.
Some papers discuss the unintended consequences of cognitive
biases arising during the interaction [72, 151, 179]. For instance,
Pafla et al. [151] point out the risk of saliency maps triggering
confirmation bias when interacting with Al explanations. Habib
et al. [72] also suggest that confirm-shaming in cookie consent
interfaces (i.e., highlighting negative outcomes of not accepting
optional cookies) could target users’ loss aversion bias. Moreover,
some papers discuss their results from the perspective of cognitive
biases and decision-making [32, 164, 185]. Shi et al. [164] study the
effect of news veracity on cognitive load. They employ cognitive
load as a surrogate of System 2 thinking activation, which links to
the manifestation of cognitive biases when processing information.
Additionally, we identified a number of survey papers documenting
cognitive biases in human-computer interaction, such as behaviour
change technology [83], visualisation [44], interactive information
retrieval [5], and dark patterns [132].

4.3.5 Quantifying Biases. 18 papers (14.17%) propose methods to
detect and quantify cognitive biases. This span of research pre-
dominantly sets up experiments that induce cognitive biases and
measure cognitive biases using different metrics. A number of stud-
ies utilise machine learning algorithms to infer cognitive biases
through user interaction data [52, 126, 145, 196, 197]; for example,
Wall et al. [196] train Markov models to recognise biased behaviours
through the user interaction with scatter-plot visualisation; and
Echterhoff et al. [52] use a combination of Support Vector Machines
(SVM) and Long Short-Term Memory (LSTM) Neural Networks to
capture anchoring bias from sequential decision data. Some pa-
pers derived statistical and mathematical modelling as measures
of cognitive biases [2, 49, 114, 125, 155]. For instance, Rastogi et al.
[155] employ Bayesian modelling for human decision-making in
human-Al interaction. In their paper, anchoring and confirmation
biases are modelled as scenarios when certain model weights are
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high. We also found some papers proposing metrics that are de-
rived directly from the original definition in behavioural science or
prior literature 25, 33, 45, 88, 129, 186]. Ma et al. [129], for example,
quantify overconfidence bias (tendency to have more confidence in
one’s own abilities) as the difference between the user’s expected
accuracy of the model and their self-reported self-confidence.

Furthermore, we identified studies that used sensor data to detect
cognitive biases [17, 77]. Harris [77] evaluate the bandwagon effect
in relevance judgment by using eye-tracking data. Boonprakong
et al. [17] employ Functional near-infrared spectroscopy (fNIRS)
and feature engineering to measure the effects of cognitive biases
when comprehending different opinions.

4.4 Application Contexts

Based on open coding, we identified eight application contexts
that span the research space of our corpus. We briefly review the
literature in each application context in the following.

4.4.1 Information Interaction and Recommender Systems. We found
the majority of cognitive bias studies to be concerned with the area
of Information Interaction and Recommender Systems (30 articles,
23.62%). Interestingly, most studies are around the phenomenon
of biased information seeking in people, which includes selective
exposure [15, 123, 163, 174], misinformation [60, 100, 164], echo
chambers [49], and filter bubbles [2]. Some research investigates
user attitudes and viewpoints, as people employ them as a prin-
cipal heuristic for processing information [16, 17, 45, 50, 51]. A
significant portion of papers also work on the issue of recommen-
dation systems as they could amplify and have the potential to
exploit cognitive biases in users [67, 162, 177, 182]. For example,
Graells-Garrido et al. [67] suggest that algorithms and user in-
terfaces should be used in a combination that helps users avoid
cognitive mechanisms that lead to biased behaviours.

4.4.2 Human-Al Interaction. The second most popular area is Human-

Al Interaction (26 articles, 20.47%). It is a recent and rapidly growing
area of study, with most articles published in 2023 and 2024, as
shown in figure 3. These papers discuss the problems of explainable
Al [37,71, 73, 143, 151, 200], Al-assisted decision making [8, 25, 27,
35, 52, 128, 129, 155, 178], and trust-reliance in Al [81, 82, 103, 185].
These papers unveiled different cognitive biases that shape the
user’s mental model when interacting with Al, such as confirma-
tion bias [27, 71, 151, 200], anchoring bias [8, 128, 143, 155], framing
effect [52, 73, 103], or the Dunning-Kruger effect [81]. The litera-
ture mentions that not only Al systems could trigger and amplify
existing cognitive biases in people [8], but other factors, such as
limited time [155, 167] and technological expertise [185], could as
well influence and facilitate cognitive biases.

4.4.3  Visualisation. We found 22 articles (17.32%) discussing dif-
ferent aspects of cognitive biases in information visualisation. First
of all, a number of articles suggest that cognitive biases impact
how users interact with and make decisions based on the visualised
information [36, 43, 107, 108, 134, 154, 192]. For example, Kong et al.
[108] investigate the effects of confirmation bias on how people
recall the visualisation of titles. Mendez et al. [134] suggest that
the framing effect in visualisation can induce students to put more
effort into course selection. Notably, some research proposes that
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cognitive biases can be detected and quantified through the user’s
behaviours [145, 196, 197]. For instance, a series of works by Wall et
al. [196, 197] propose computational methods (e.g., Markov models)
to characterise and predict cognitive biases from the systematic
deviation in user interaction from a theoretical baseline. Studies
also discuss how cognitive biases can inform the design of interac-
tive visualisation systems [9, 197, 199] as well as the presentation
of information [43, 108, 192, 213] to avoid unintended effects from
visualisation. Moreover, some research discusses the symbiosis of
cognitive biases and visualisation systems, as we can use either of
them to improve the other [140, 145, 197].

4.4.4 Behaviour Change. We identified 16 articles (12.60%) that
focused on behaviour change. These papers highly overlap with
papers that utilise cognitive biases (12 articles, see Table 2), as they
seek to shift user behaviour by tapping into users’ cognitive biases.
Notably, works by Lee et al. [118] and Hekler et al. [83] pioneer how
cognitive biases can be used to induce behaviour change in HCI,
for example, to encourage healthy habits, Lee et al. [118] design
a webpage for snack buying that shows two healthy food choices
on the first page, requiring users to click next to see other food
options. This taps into users’ default bias and steers their food
selection behaviour. Later research discusses cognitive biases in
nudges and persuasive technologies [28, 29, 65, 109, 156, 158, 212,
218]. Some research expands the discussion on CBM to induce
long-term behaviour change in health-related behaviours [99, 152].
Moreover, some papers discuss the potential of cognitive assistants
in boosting reasoning and critical thinking skills in people [116,
211].

4.4.5 Usability. Eleven articles (8.66%) investigate cognitive biases
from the angle of usability. We found a significant portion of re-
search discussing how cognitive biases can influence the usability
of interactive systems. For example, Veytizou et al. [193] suggest
that the halo effect can influence user opinions on usability. A series
of works by Mathur and colleagues [132, 133] discuss several cogni-
tive biases (e.g., anchoring bias, bandwagon effect, or default bias)
that could be exploited by dark pattern user interfaces. Alqahtani
et al. [4] study uncertainties in the interaction with self-tracking
systems. They argue that users may rely on heuristics and cognitive
biases (e.g., confirmation and availability bias) as strategies to avoid
uncertainties in the interaction. Chen et al. [33] investigate the
Weber-Fechner law as a cognitive bias that influences the perceived
visual consistency when users view visual icons across different
devices caused by adaptive scaling.

4.4.6 Computer-Supported Cooperative Work (CSCW) and Social
Computing. Eleven articles (8.66%) focus on the interactions be-
yond an individual. We found a notable portion of papers discuss
the impact of cognitive biases in crowdsourcing and collective rat-
ings [3, 34, 75, 88, 184], suggesting that humans (i.e., annotators)
have a potential to introduce biases into data and algorithms. For
example, Hube et al. [88] and Thomas et al. [184] suggest that dif-
ferent cognitive biases can impact and introduce errors to data
annotations. Haq et al. [75] propose a method to mitigate errors
from cognitive biases in data workers. In addition, some papers
investigate cognitive biases in the context of human collaborative
technologies. For instance, Shi et al. [165] suggest that activity
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Table 2: Categorisation of cognitive bias papers by study focus and application context with their respective count and references.
Note that some papers have more than one study focus, therefore, they can have multiple entries in a row. Meanwhile, papers
categorised by application context are mutually exclusive. (n/a means no paper examining in that category)

Study Focus X Mitigation Effect Study Observation Utilisation Quantification
Application Context | (N=39) (N=38) (N=25) (N=21) (N=18)

10 articles 10 articles 4 articles 3 articles 6 articles
Information [51,67,100,123, [50, 61, 67, 70, [5,60,164,179] [15, 182, 209] [2,17,45, 49,77,
Interaction 125, 153, 158, 144, 162, 163, 125]
and Recommender | 174, 209, 214] 169, 177, 208]
Systems (N=30)

7 articles 11 articles 6 articles 1 article 4 articles
Human-Al [8, 27, 35, 52, [37, 71, 73, 81, [26,76,139,151, [128] [25, 52, 129,
Interaction (N=26) 155, 190, 200] 82, 103, 110, 167,185] 155]

129, 143, 178,
183]

10 articles 6 articles 3 articles 3 articles 4 articles
Visualisation (N=22) | [11,42,111,126, [36,43,107,108, [9, 44, 131] [127,134,192]  [126, 145, 196,

140, 145, 192, 134, 154] 197]

198, 199, 213]

2 articles 2 articles 1 article 12 articles n/a
Behaviour [116, 159] (68, 159] (83] [28, 29, 65, 99,
Change (N=16) 109, 118, 146,

152, 156, 211,
212, 218]

3 articles n/a 5 articles 2 articles 1 article

Usability (N=11) [105, 193, 215] [4, 32, 72, 121, [23,132] [33]
133]

5 articles 3 articles 3 articles n/a 1 article
CSCW and Social | [75,88,135,165, [59,173,184]  [3, 115, 157] [88]
Computing (N=11) 216]

n/a 4 articles 3 articles n/a 1 article
Human-Robot [38, 48, 80, 114]  [7, 84, 150] [114]
Interaction (N=7)

2 articles 2 articles n/a n/a 1 article
Games (N=4) [191, 204] [39, 186] [186]

traces can help mitigate cognitive biases in peer evaluations. Zheng
etal. [216] point out that incorporating Al in group decision-making
can stimulate human members to reflect on their logic and reduce
cognitive biases in flawed decision-making.

4.4.7 Human-Robot Interaction and Autonomous Systems. Seven ar-
ticles (5.51%) discuss cognitive biases in the interaction with robots
and/or physical autonomous systems [7, 38, 48, 80, 84, 114, 150]. For
example, Paepcke and Takayama [150] find that confirmation bias
affects how users set expectations about the robot’s ability. Hayashi
et al. [80] show that anchoring bias makes people stick with human
experts’ suggestions for decision-making over those suggested by
robots. Some research also investigates cognitive biases when act-
ing with autonomous vehicles [38, 48]. Colley et al. [38] suggest
that the presence of autonomous vehicles could trigger the halo
effect in pedestrians who signal with the vehicle. Interestingly, we
found no work that seeks to mitigate cognitive biases in the domain
of human-robot interaction.
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4.4.8 Games. Four articles (3.14%) discuss the impact of cognitive
biases in gameplay. Constant and Levieux [39] find that dynamic
game difficulty adjustment could trigger players’ overconfidence
bias and illusion of control. Tomé et al. [186] study how lost aversion
bias impacts how players make decisions in games. Interestingly,
some research suggests games could be incorporated into learning
systems to mitigate cognitive biases [191, 204]. Veinott et al. [191]
examine how serious video games can improve people’s ability to
be aware of and, therefore, overcome their own cognitive biases.

5 Discussion

In this section, we reflect on higher-level insights obtained from
our analysis of the articles in our corpus. We address the main
research question of how HCI researchers study cognitive biases,
explain the role of cognitive biases as a double-edged sword in the
interaction with computers, and discuss the ethical implications of
the exploitation of cognitive biases in users of computing systems.
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5.1 How Do HCI Researchers Study Cognitive
Biases?

The literature clearly indicates that cognitive biases are pervasive in
HCI. Humans are not always rational. They are susceptible to mak-
ing flawed decisions. When interacting with computing systems,
user interfaces have the potential to trigger users’ cognitive biases.
Subsequently, cognitive biases systematically affect users’ men-
tal models and, subsequently, their real-world behaviours when
interacting with computing systems. According to our findings
in section 4.3, the manifestation of cognitive biases in HCI can
be explained in three layers: (A) systems could trigger or rem-
edy existing cognitive biases in users; (B) interface designers
capitalise users’ cognitive biases to (either intentionally or
not) steer and manipulate their behaviours; and (C) HCI re-
searchers observe cognitive biases in the interaction with
computers and develop tools and methods to closer study
them. Although these scenarios do not always happen simultane-
ously, they all highlight that cognitive biases are a crucial human
factor in designing computing systems and user interfaces.

HCI researchers study cognitive biases in the interaction be-
tween humans and computers, not only to understand them as a
human factor, but also to inform the design of computing systems
to better adapt to the user’s mental models. By deriving insights
from behavioural economics and psychology, HCI research devel-
ops tools and metrics to detect, quantify, and study cognitive biases
in human-computer interaction more closely. Moreover, many HCI
papers employ cognitive biases as a tool to study human behaviours
and decision-making. In line with the recent literature in psychol-
ogy, HCI researchers treat cognitive biases as features of the human
mind [78, 79] and, therefore, incorporate them as a human factor.
In sum, insights from cognitive bias studies help the HCI com-
munity derive recommendations and practicality for designs that
take biases in people into account. Recent research [17, 126, 217]
has introduced the notion of bias-awareness, which refers to the
ability to detect, understand, and take into account cognitive bi-
ases in people and computing systems. HCI researchers leverage
bias-aware systems to address human behaviour and its associ-
ated real-world concerns, such as helping humans make objective
decisions [155, 165], calibrating their trust in AI [103, 185], or guid-
ing them how to discern online propaganda [20, 211]. Figure 1
summarises how HCI researchers work with cognitive biases to
(1) develop tools and methods, (2) better understand people and
their biases, (3) inform the design of computing systems and user
interfaces, and (4) address real-world human behaviours.

5.2 Cognitive Biases as a Double-edged Sword in
HCI

The prevalence of cognitive biases in HCI is a double-edged sword;
there are negative and positive effects arising from cognitive biases.
A significant number of articles in our corpus outline how cognitive
biases could result in negative consequences, such as undermining
the collaboration between human and Al systems [81, 82, 103, 185,
200], facilitating the spread of misinformation [60, 100, 164] and un-
healthy information behaviours [15, 123, 163, 174], inducing errors
when navigating through information [36, 43, 107, 108, 134, 154,
192], or affecting the quality of crowdsourced data [3, 34, 75, 88, 184].
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Subsequently, our review identifies different methods proposed to
mitigate the adverse effects of cognitive biases. HCI researchers
study and employ cognitive aid, as introduced in psychology, to help
users reflect on themselves and make informed decisions. Based on
the dual-system theory, these systems shift people towards using
the slower and more deliberative System 2 thinking rather than the
fast and error-prone System 1 thinking to make decisions. We found
such cognitive aid comes in the form of either nudging or boosting.
While nudging guides people to shift their behaviour, boosting em-
powers their cognitive and motivational compentencies [85, 112].
The latter approach, boosting, appears in our review as, for instance,
tools to teach users critical thinking skills and how to spot their
cognitive biases [116, 191, 204].

On the other hand, cognitive biases can benefit the interaction.
Our review identifies different studies and research leveraging cog-
nitive biases for the greater good. One prominent example, which
is mentioned above, is nudging. Nudging capitalises on the users’
cognitive biases to steer them towards a certain behavioural out-
come [28]. At the same time, nudges present a use-case where
different cognitive biases can cancel each other out. Rieger
et al. [158] employ nudges as targeted obfuscation in search re-
sults to decrease user interaction with attitude-confirming informa-
tion. Explained by [28], this nudge triggers status-quo bias, which
prevents users from interacting with the obfuscated items, and,
therefore, mitigates confirmation bias. Furthermore, cognitive bi-
ases can be leveraged to induce long-term behaviour change in the
form of CBM [99, 152], which has been largely used in healthcare
and intervention-focused approaches (e.g., helping individuals quit
smoking, eat healthier, or alleviate anxiety symptoms).

Our findings, therefore, suggest that humans are cognitive mis-
ers. Some forms of cognitive bias can present in users and their
interaction with computing systems. We recommend that the HCI
community designs systems aiming to mitigate the negative effects
of biases while considering what benefits we can leverage from the
users’ existing cognitive biases.

5.3 Ethical Considerations from the
Exploitation of Cognitive Biases in People

We must, however, acknowledge the ethical implications arising
from exploiting inherent human biases. Humans often exhibit cogni-
tive biases without explicit awareness. Therefore, designs and tech-
nologies that harness these cognitive biases could risk manipulating
their behaviours. Richard Thaler, who first coined the term nudges,
discussed that the same techniques used to nudge people could be
used for negative intentions — the so-called sludges [180]. Nudges,
on the other hand, could harm user autonomy by steering their
behaviours without their awareness and consent [21, 156, 175, 176].
Daniel Kahneman himself and other psychologists also criticised
nudges as potential benevolent paternalism: governments or ruling
institutions can employ nudges to manipulate individuals’ choices
by assuming the “best interest” of the people [92, 95, 176]. Dark
patterns [132] and social engineering [23, 57] are well-researched
practical examples where cognitive biases are misused to influence
people’s decision-making. Boonprakong et al. [17, 19] argue that
the same techniques to detect and mitigate cognitive biases could
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be used to reaffirm and steer people’s beliefs. The Cambridge An-
alytica scandal [13] demonstrate that people’s attitudes could be
derived from social media interaction data and, in turn, used to
target and sway their opinion-making.

Designers and HCI practitioners shape user experiences and
build systems that steer user behaviour. Therefore, they should
be held accountable for the ethical implications arising from their
design choices. Designers should be well aware that users are in-
herently susceptible to cognitive biases and of what harm they
potentially cause [19] (e.g., people who can fall victim to misin-
formation are less likely to be debunked [120]). One solution to
address ethical concerns could be promoting transparency, which
gives users the awareness of their cognitive biases being used. Bias-
exploiting interfaces can practically ask for informed consent from
users that their behaviour may be subconsciously steered. Zhu et al.
[217] suggest that, by giving the awareness of how systems collect
and process data, users can make informed decisions. Moreover,
legal restrictions, such as the European Union’s General Data Pro-
tection Regulation (GDPR)?, could also limit how much (sensitive)
data systems can collect for bias detection and quantification.

6 Recommendations to the HCI Community

HCI is uniquely at the intersection of multiple disciplines. Our
review suggests that the HCI community derives definitions and
theories from psychological and behavioural sciences. However,
there exists a gap between HCI and these fields. In this section, we
discuss the need for the community to establish a standard for bias
terminologies and to closer engage with behavioural science and

psychology.

6.1 The Use of Cognitive Bias Terminologies

Our review maps out a series of discrepancies in the use of cognitive
bias terminologies and definitions. Variations from the standard
terminology, including the use of self-defined terms, could cause
confusion among the readers and those who search literature us-
ing certain keywords. We originally derived only a few records
(for example, N = 31 on the ACM Digital Library) when perform-
ing a keyword search based on title or abstract. For this reason,
we extended our search to records from full-text searches, which
returned significantly more results. This implies that (terms for)
cognitive biases are varied and often only mentioned in the full-text
paper. We suggest that authors in the HCI community should (1)
clearly mention the cognitive biases they study, (2) give explicit
definitions, and (3) provide a connection to the notion of cogni-
tive biases. By providing clarity and connection to psychology and
behavioural science, HCI researchers can improve the internal va-
lidity of their studies. Nonetheless, some psychologists argue that
the field of psychology itself is experiencing a similar problem, as
new constructs are redundantly invented for existing psychological
constructs [53, 74].

The lack of a clear definition and reference to cognitive biases
also poses a problem. While cognitive biases are relatively well-
known phenomena, we recommend authors in the HCI community
clearly define cognitive biases and provide definitions and refer-
ences to make sure that their studies are theoretically grounded. We

Shttps://gdpr-info.eu/issues/personal-data/
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suggest that, if possible, definitions could link to the seminal works
in behavioural economics and psychology; for example, linking
anchoring bias with the seminal work of Tversky and Kahneman
[188] or confirmation bias with the work of Nickerson [142]. Fur-
thermore, with some cognitive biases being made context-specific
(e.g., confirmation bias as “Selective Exposure” or “Self-Imposed
Filter Bubbles”, and the Dunning-Kruger effect as “Illusion of Ex-
planatory Depth”), we suggest that authors should make clear that
they study such cognitive biases in a specific context.

We argue that it is necessary to establish a community stan-
dard for terminologies and definitions. For example, what is the
distinction between heuristics and cognitive biases? Should we use
“Ambiguity Effect” or “Ambiguity Aversion”? More importantly, our
findings show that there is a discrepancy in understanding whether
cognitive biases, as a human factor, are heuristics people use to
make faster decisions or consequences from the use of such heuris-
tics. Most papers say “mitigate cognitive biases”: does it mean we
mitigate the cognitive bias itself or its effects? As the notion of
cognitive biases is increasingly discussed in the HCI community,
we envision that the community could find a consensus on the best
practices to report research regarding cognitive biases.

6.2 Closer Engagement with Behavioural
Science and Psychology

Cognitive biases are grounded in the fields of behavioural, psy-
chological, and cognitive sciences. Therefore, our review voices a
need for the HCI community to connect with the literature and
scholars in these domains. Prior research suggests that insights in
behavioural and cognitive sciences can inform and integrate with
the HCI field to conduct studies that are grounded in theory rather
than relying on intuition [83, 155, 213]. Because our understanding
of human decision-making has been limited, we envision that HCI
research can complement behavioural science. With the ability to
fast prototyping and running user studies (such as A/B testing), HCI
researchers can quickly verify behavioural science theories [83].
The field of HCI also offers multidisciplinary perspectives that aug-
ment the traditional understanding of cognitive biases. Tomé et al.
[186] discuss that, while loss aversion bias has been studied in be-
havioural science, we have little understanding of how it affects
gameplay.

Recent research in psychology has signalled a shift away from
Kahneman and Tversky’s original interpretation of cognitive bi-
ases [63, 79, 203]. Different schools of psychologists (e.g., Kahne-
man & Tversky [188] vs. Gigerenzer [62]) may view the issue of how
humans satisfy their cognitive constraints differently. The notion of
cognitive bias, therefore, may not offer the most robust explanation
that fits human behavioural effects/phenomena [161, 202]. While
the HCI community has widely adopted the traditional notion of
cognitive biases as an explainer of HCI-related effects (e.g., selective
exposure, information framing, or dark patterns), the field could
also consider and keep up with the more recent or inclusive def-
initions, such as Gigerenzer’s fast and frugal heuristics [62], the
challenge of humans’ cognitive limitations [166], or noise in human
decision-making [96].
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7 Avenues for Future Research

Our review signals multiple paths for future research on cogni-
tive biases in HCL In this section, we discuss the potential for
establishing frameworks to study cognitive biases, considerations
of effectively leveraging and mitigating cognitive biases, under-
explored application contexts, and improving the external validity
of cognitive bias studies in HCL

7.1 Methodological and Theoretical Framework
for Studying Cognitive Biases in HCI

Limited research (18 papers, 14.17% of corpus) explores methods,
tools, and frameworks to quantify cognitive biases in the interaction
with computers. Our findings show that different papers pursue dif-
ferent approaches to quantifying cognitive biases through metrics,
statistical modelling, and physiological sensors. Yet, these meth-
ods tend to be catered specifically to particular cognitive biases
(e.g., anchoring bias) or application contexts (e.g., interaction with
information visualisation or Al-assisted decision-making). We sug-
gest that there could be quantification tools that are agnostic to
particular cognitive biases or scenarios. Future research could also
explore tools to indicate cognitive biases as simply a deviation from
the norm of rationality. Similarly, Liu [125] proposes a probabilistic
framework for human fairness in decision-making. Boonprakong
et al. [17] investigate physiological expressions of any cognitive
biases in opinion comprehension.

7.2 Considerations of Effectively Leveraging
and Mitigating Cognitive Biases in HCI

7.2.1 Leveraging Cognitive Biases. Limited works have explored
how cognitive biases can be harnessed for the greater good. Our
understanding of cognitive biases in HCI is emerging; therefore,
we envision the HCI community could avoid the harm of cognitive
biases and leverage their benefits. From the literature, we identify
two ways that cognitive biases can be leveraged. Firstly, by un-
derstanding how cognitive biases affect human behaviours, HCI
researchers can take cognitive biases into account when design-
ing interactive systems. Cognitive biases can be applied to induce
systematic behaviour changes for the greater good, such as critical
thinking engagements [209, 211, 212], healthy food diet [99], or
support self-compassion [127]. Secondly, cognitive biases are used
to steer users’ behaviour in the form of nudges. Caraban et al. [28]
document 23 different mechanisms of nudging and discuss cogni-
tive biases associated with each type of nudge. However, research
in behavioural science suggests several shortcomings of nudges.
Specifically, the effectiveness of nudges may be limited and not
sustained over time [10, 21]. At the same time, a plethora of individ-
ual and contextual factors may positively or negatively influence
the occurrences of cognitive biases [19, 27, 158] and, subsequently,
compromise the success of nudges. We, therefore, argue that future
research could (1) conduct longitudinal studies to evaluate the ef-
fectiveness of nudges and (2) investigate how we could consider
individual and contextual factors in utilising cognitive biases effec-
tively. Ultimately, by leveraging the effects of cognitive biases and
avoiding their harm, we could enhance the capability of humans
and optimise the symbiosis between humans and machines.
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7.2.2  Mitigating Cognitive Biases. Research in HCI has pointed
out how cognitive biases can negatively affect the interaction with
computers. In response, various studies also propose methods to
alleviate these effects. However, our findings suggest many research
gaps, which echo the discussions in psychology and behavioural
science regarding barriers to effective debiasing [124, 205]. First
of all, some bias mitigation techniques, such as providing system
feedback or pedagogical tools, have been evaluated in only certain
contexts like visualisation and human-AlI interaction. Future re-
search could assess the effectiveness of the same set of techniques
across different application contexts like information interaction or
gameplay. For example, Narechania et al. [140] suggest that point-
ing users to their interaction history in a visual analytics tool could
help users reflect on their existing cognitive biases. However, the
question remains whether the same approach works if social media
users are presented with browsing history.

Secondly, limited research has investigated whether bias mit-
igation works in practice. Bach et al. [8] suggest a set of recom-
mendations when incorporating bias mitigation into real-world
applications. Recent research in behavioural science has also dis-
cussed the danger of the backfire effect, which could unexpectedly
overturn the effectiveness of an intervention [1, 24]. Future research
could investigate when and how the backfire effect occurs when
mitigating cognitive biases.

7.3 Understudied Application Contexts

Our findings indicate a number of areas with limited research. Ta-
ble 2 suggests research fixation and gaps. Based on application con-
text, we found that limited research has investigated the contexts
of behaviour change, usability, CSCW, human-robot interaction,
and games. Research around behaviour change has predominantly
focused on utilising cognitive biases. Meanwhile, limited research
seeks to quantify the effects of cognitive biases when steering user
behaviour. Most research in our corpus considers one side of the
picture — either quantifying either the effects of cognitive biases
or the effectiveness of behaviour-change interventions — assuming
that cognitive biases take effect regardless of the individual and
interaction contexts. With the ability to quantify the effects of cog-
nitive biases, one can empirically measure to what extent people’s
behaviour has changed and how strong the effect is. Similarly, some
papers in our corpus showcase how the angles of bias mitigation
and quantification can be harmonised [52, 88, 125, 126, 145, 155].
We envision that future research could consider multiple angles to
closer study cognitive biases.

We found limited research in the realm of usability that considers
cognitive biases, although this issue is central in HCI research. We
suggest more research could explore interface design elements
that trigger and reinforce cognitive biases (e.g., [132, 136] discuss
how dark patterns are connected with certain cognitive biases).
Also, no research in our corpus discusses creativity in conjunction
with cognitive biases, such as the issue of design fixation [90] — a
cognitive bias that makes people stick to a set of pre-conceived ideas
and restrict the choices of design. Some HCI scholars [102, 195]
have empirically investigated design fixation, however, they make
minimal connection with the discourse around cognitive biases.
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Additionally, future research could consider cognitive biases
beyond just humans and systems, specifically in the domains of
CSCW and human-robot interaction. While some works employ
bias mitigation strategies in human collaborative work [165, 216],
limited research has explored where these biases come from and the
potential to leverage them. Future research may address the ques-
tion of how do computing systems systematically trigger cognitive
biases in a crowd of users (e.g., human teams or social network
users), and how cognitive biases can be leveraged in coorperative
tasks.

7.4 Expanding External Validity

There are a number of threats to the external validity of existing
cognitive bias studies in HCL. First, most studies are conducted in
a controlled environment. Outside of the laboratory, a plethora of
external factors could affect the way people exhibit cognitive biases.
We suggest future research consider running in-the-wild studies to
reflect how cognitive biases manifest in real-world interactions. In
addition, only a few papers consider multiple forms of cognitive
bias in conjunction. Humans could exhibit more than one cogni-
tive bias at the same time (e.g., [213]), while multiple cognitive
biases can interact, reinforce, or cancel each other [28, 213]. Future
research could conduct studies that consider possible cognitive
biases that could occur and confound the study variables. For ex-
ample, studying confirmation bias in social media browsing might
introduce anchoring bias when viewing the contents in a sequence
and overconfidence bias when the user has more expertise in the
content topic. With the awareness of potential cognitive biases in
an experiment, researchers could consider ways to minimise these
confounds, such as counterbalancing (anchoring bias) and taking
topic expertise as a control variable (overconfidence bias).

8 Limitations

This paper has several limitations. First of all, our corpus does
not exclusively cover all cognitive bias studies in HCI. We believe,
however, that the inclusion of SIGCHI-sponsored venues (such
as CHI, CSCW, IUI, or CHIIR) gives a representative view of the
HCI community’s discourse around cognitive biases. Moreover, the
choice of search keywords may not cover all cognitive biases. The
literature refers to cognitive biases in many different ways [14]. It
is possible that some papers investigate a relevant issue around
cognitive biases but do not explicitly mention the term cognitive
biases, for example, bounded rationality [101, 130, 148], decision-
making fairness [66, 210], systematic bias [89], design fixation [195],
self-selection bias [217], or selective exposure [122]. We share the
same sentiment with Kliegr et al. [104], who argue there is an abun-
dance of cognitive phenomena that are not regarded as cognitive
biases. We also acknowledge that, since the definition of cogni-
tive biases and heuristics (according to Tversky and Kahneman’s
original school of thought [188]) has been challenged by many psy-
chologists (e.g., [62, 79, 96]), HCI studies may move away from such
concepts and use other terms. While our scoping review mainly
investigates the use of cognitive biases in HCI research, we reflect
that the actual literature around cognitive biases utilises a diverse
range of terms that may not be included in our review.
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The list of cognitive biases studied and their figures (Figure 4)
may be subject to discussion and change as the research landscape
is evolving and some cognitive biases could be considered as a
specialised form of another cognitive bias. For example, recency
bias (the tendency to more easily remember what happened re-
cently) is considered a form of the peak-end rule. To the best of
our knowledge, there has been no commonly agreed-upon tax-
onomy for cognitive biases, with the taxonomy of the Cognitive
Bias Foundation [58] providing extensive coverage of more than
180 cognitive biases. Additionally, we acknowledge that the results
could be subject to screening biases and personal views as only one
researcher performed article screening and coding.

9 Conclusion

Humans employ heuristics and mental shortcuts to effectively make
decisions under their inherent limited cognitive capacity. These
shortcuts result in cognitive biases, which systematically influence
how humans interact with computers. The HCI community has
increasingly discussed this issue in the recent decade. This scoping
review charts how HCI researchers study cognitive biases. From 127
articles identified, we found that the prevalence of cognitive biases
in HCI gives opportunities for researchers to study, mitigate, and
leverage their effects to inform designs, optimise the interaction,
and address real-world human behaviour. The literature suggests
that cognitive biases are a two-edged sword. While we can leverage
their effects to induce behaviour change, the same mechanism can
be used to manipulate people’s decision-making and harm their
autonomy. Our results reveal various terminologies and definitions
for cognitive biases, suggesting a lack of standards for terming
and defining cognitive biases in HCL To this end, our findings
promise several avenues for future research to better understand
cognitive biases in the interaction between humans and computers
and the need to connect with the literature in behavioural science
and psychology.
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3.3 Article I Appendix

In addition to our scoping review, we identified and analysed the list of cognitive biases studied in our paper
corpus. We include the analysis of the term usage and definition references in Article I. In this section, we
categorise these biases according to their problem attribution to our real-world decision-making.

3.3.1 Problem Attribution of Cognitive Biases in HCI Studies

We categorised cognitive biases into four broad categories based on Benson’s problem attribution of cognitive
biases [11, 48]: Too Much Information, The Need to Act Fast, Not Enough Meaning, and What to Remember. These
categories represent different ways humans overcome and simplify the challenges of everyday information
processing — information overload, time scarcity, ambiguity, and limited memory - by applying heuristics
and cognitive biases. Table 3.1 provides a comprehensive list of cognitive biases categorised by their prob-
lem attribution. In the following, we discuss each category of cognitive biases from the angles of HCI and
interaction design.

+ Too Much Information. 18 cognitive biases in our corpus (covering 75 articles) fall into this category.
Information overload is a familiar issue in HCI [8, 134], as user interfaces tend to overwhelm users with
information. (e.g., only 32% of the total available features on Microsoft Word are commonly used?).
To overcome this challenge, humans apply different cognitive biases to filter out information, such as
confirmation bias, anchoring bias, or the framing effect.

» The Need to Act Fast. 23 cognitive biases (covering 29 articles) are attributed to this problem. Humans
are subject to making decisions under time pressure. Several kinds of user interfaces pressure users to
expedite their decisions [116] (e.g., “only 2 more seats are available” on flight booking platforms). To
make fast (and frugal) decisions, users resort to cognitive biases like loss aversion bias or the ambiguity
effect (tendency to avoid options with uncertainty).

« Not Enough Meaning. 15 cognitive biases (covering 17 articles) are explained by this problem at-
tribution. To make sense of the world, people tend to connect the dots and generalise from sparse,
incomplete data. In HCI, users seldom have complete information about the systems’ capabilities be-
cause they are black boxes [41]. Therefore, they rely on certain cognitive biases like the placebo effect
(the tendency to judge something as efficient because of one’s prior expectations) or the bandwagon
effect (the tendency to do something primarily because others are doing it).

« What to Remember. 12 cognitive biases (covering 15 articles) are related to this problem. Humans are
selective in retaining information because they have limited memory. User interfaces like search results
pages place ads or profitable items at the top of the results to make them stick out in users’ memory.
Consequently, users express cognitive biases like the priming effect or the peak-end rule (tendency to
more easily remember emotionally intense moments, including the end of an event).

« Other Biases. 18 cognitive biases (covering 15 articles) do not fall into any problem attribution, for
example, cognitive dissonance, and uncertainty bias. This set of biases does not include non-specific
cognitive bias, which appears in 20 articles.

'https://answers.microsoft.com/en-us/msoffice/forum/all/what-is-the-percentage-of-features-of-word-excel/
80e417ef-8336-49a5-9£5f-0a59c8c8fbd4

41


https://answers.microsoft.com/en-us/msoffice/forum/all/what-is-the-percentage-of-features-of-word-excel/80e417ef-8336-49a5-9f5f-0a59c8c8fbd4
https://answers.microsoft.com/en-us/msoffice/forum/all/what-is-the-percentage-of-features-of-word-excel/80e417ef-8336-49a5-9f5f-0a59c8c8fbd4

Chapter 3 Mapping Cognitive Bias Research in Human-Computer Interaction 3.3 Article I Appendix

Table 3.1: A comprehensive list of cognitive biases identified in our scoping review (Article I) with their prob-
lem attribution based on Benson’s cognitive bias codex [11]. Biases with synonyms were merged together;
for example, the term Anchoring Effect was merged with the more frequently used Anchoring Bias. (Refer to
Table 1 in Article I for synonyms)

Problem Attribution Cognitive Biases Investigated in HCI Studies

Too Much Information Confirmation Bias, Framing Effect, Anchoring Bias, Availability Bias, De-

(19 biases in 75 articles) fault Bias, Omission Bias, Motivated Reasoning, Weber-Fechner Law, Con-
trast Bias, Mere-Exposure Effect, Disconfirmation Bias, Continued Influence
Effect, Vividness Criterion, Contrast Effect, Conservatism, Blind Spot Bias,
Choice Supportive Bias, Salience Bias

Need To Act Fast Decoy Effect, Loss Aversion Bias, Illusion of Control, Status-Quo Bias, Risk

(23 biases in 29 articles) Aversion Bias, Sunk Cost Fallacy, Overconfidence Bias, Hyperbolic Discount-
ing Effect, Ambiguity Aversion, Dunning-Kruger Effect, Illusion of Explana-
tory Depth, Backfire Effect, Premature Closure, Less-Is-More Effect, Opti-
mism Bias, Forer-Barnum Effect, Self-Other Bias, Attraction Effect, IKEA Ef-
fect, Fundamental Attribution Error, Belief Bias, Commitment Bias, Regret
Aversion Bias

Not Enough Meaning Bandwagon Effect, Automation Bias, Representativeness Heuristics, Placebo

(15 biases in 17 articles) Effect, Halo Effect, Reinforcement Effect, Exposure Effect, Planning Fallacy,
Selective Perception, Gambler Fallacy, In-Group Bias, Spotlight Effect, Narra-
tive Fallacy, lllusory Correlation, Out-Group Bias

What To Remember Priming Effect, Order Effect, Peak-End Rule, Implicit Associations, Attention
(12 biases in 15 articles) Bias, Primacy Effect, Recency Bias, Position Bias, Negativity Bias, Fading Af-
fect Bias, Positioning Heuristics

Other Biases Cognitive Dissonance, Scarcity Bias, Ranking Bias, Illusion Bias, Scarcity Ef-

(18 biases in 15 articles) fect, Control Bias, Uncertainty Bias, Decision Fatigue, Coping with Evidence
of Uncertain Accuracy, Oversensitivity to Consistency, Absence of Evidence,
Present-Biased Preferences, Bayesian Reasoning, Worker Bias, Affect Heuris-
tic, Self-Fulfilling Prophecy, Reciprocity Bias, Domain Bias, Approach Bias

3.3.2 How Do Computing Systems Trigger Cognitive Biases in Users?

Our findings suggest that cognitive biases can be triggered in a variety of circumstances. This phenomenon
is in parallel with the existing surveys of cognitive biases in explainable AI [14, 101, 189]. By categorising
cognitive biases in our corpus using the Benson Cognitive Bias Codex [11], which attributes cognitive biases
to fundamental challenges that humans face, we show that the majority of studied cognitive biases in our
corpus can be attributed to the problems of Too Much Information and The Need to Act Fast. In other words,
users of computing systems employ heuristics to simplify complex information and expedite decision-making.
From the system perspective, we can imply that computing systems tend to overwhelm users with in-
formation and restrict time to make decisions. This is in line with the current landscape of HCI, which
tends to promote seamless and efficient interactions [59, 77, 79] while presenting users with a large amount
of mentally demanding information [8, 134]. Prominent scenarios of such interactions include social media
platforms, which tend to overburden users with information [107, 164] and offer them features to rapidly
skim through information (e.g., short-form videos [27]). Moreover, our review suggests other cognitive bi-
ases spanning from the two other problem attribution: What to Remember and Not Enough Meaning. This also
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implies that computing systems have the potential to constrain users’ memory capacity and lead to ambiguity
in the interaction. Nonetheless, we envision future research to empirically investigate the suggested phenom-
ena in HCI in relation to cognitive biases: how do information overload, time constraint, short memory, and
ambiguity present in the interaction with computers affect the manifestation of cognitive biases?

3.4 Chapter Reflection

Humans employ cognitive biases and heuristics as mental strategies to make sense of the world and efficiently
form decisions. Specifically, we face constraints for making everyday decisions because we neither have
sufficient cognitive bandwidth, memory capacity, time to act, nor complete knowledge of the world. Despite
the ongoing debates about the definitions of cognitive biases, the scientific community widely accept that
cognitive biases (as coined by Tversky and Kahneman [178]) happen naturally without one’s awareness and
systematically influence human judgment and behaviour. However, we lack sufficient understanding of the
occurrences of these biases during human-computer interaction. Specifically, the interdisciplinary nature of
HCI suggests that researchers study cognitive biases using different methodologies and with different focuses
and application contexts. Yet, we do not have a clear grasp of how biases are studied in HCL

We address (RQ 1) through a scoping review of 127 HCI articles that study cognitive biases. We iden-
tify different ways HCI researchers engage with cognitive biases: effect study, mitigation, utilisation, quan-
tification, and observation. The findings then outline the three-layer narratives of cognitive biases in HCI:
computing systems can trigger and mitigate the effects of cognitive biases; designers can capitalise on users’
cognitive biases and steer their behaviours; and HCI researchers develop tools and methods to better observe
these phenomena. We leverage these narratives into a summary of how HCI researchers study cognitive bi-
ases (Figure 1.1) - computing systems trigger users’ existing cognitive biases and influence their behaviours
in the real world. This motivates HCI researchers to build tools and methods to understand the manifestation
of cognitive biases in HCI and derive designs of computing systems and user interfaces that consider these
biases, mitigate their undesired effects, and leverage useful biases.

Based on our analysis, we discuss the role of cognitive biases in HCI as a double-edged sword. While
computing systems can trigger and amplify cognitive biases, which lead to devastating outcomes, systems
can leverage cognitive biases in a meaningful way through digital nudging, which taps into users’ cognitive
biases to change their behaviours (e.g., to encourage healthy eating habits). However, we acknowledge the
ethical considerations arising from using cognitive biases in people. Designs that capitalise on cognitive
biases bear the consequences of manipulating people’s decision-making and harming their autonomy. We
call for designers to account for potential harms arising from cognitive biases that could emerge during the
interaction and give the users transparency and awareness about their biases being used.

Our scoping review reflects on the research conduct around the issue of cognitive biases in HCI. Particu-
larly, HCI articles use a variety of terminology and definitions that refer to cognitive biases. At the same time,
precise terminology and definitions are sometimes absent in the literature. The field of HCI largely borrows
definitions from neighbouring fields; therefore, we signal the need for the HCI community to better connect
with research discourses in the originating fields of behavioural science and psychology. While our scoping
review provides the view of human-computer interaction through the lenses of Tversky and Kahneman’s
cognitive biases, the scope of this review can restrict the understanding of systematic effects in HCI beyond
cognitive biases. There are psychological constructs that can be considered cognitive biases, such as design
fixation, selective exposure, or decision-making fairness. We call for future investigations into the broader
systematic effects arising from the human mind in HCL

To conclude this chapter, we pinpoint the issue of cognitive bias as an emerging area in HCI research.
There are potential improvements in understanding and opportunities for cognitive bias research in HCL
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Specifically, there are limited investigations into tools and methods to quantify the effects of cognitive biases
in HCL In the next chapter, we discuss the design of experiments to elicit cognitive biases and the potential
of physiological sensing as a tool to detect the effects of cognitive biases in situ.
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Chapter 4

Quantifying the Occurrences of Cognitive
Biases

4.1 Introduction

Cognitive biases influence how individuals perceive and process information. Informed by psychology, peo-
ple rely on heuristics to help sift through the complexity of the information. These heuristics are highly
dependent on individuals’ preferences and existing beliefs. One form of heuristics is when people rely on the
congruence between their beliefs and the information content’s stance. This heuristic is especially prominent
in the context of interacting with online information and social media, which tends to contain polarising,
opinionated messages. In particular, the reliance on one’s beliefs gives rise to the application of mental short-
cuts and cognitive biases. The literature, as well as real-world examples, show that these biases exacerbate the
creation of echo chambers and the spread of misinformation. Facing polarising information on the Internet,
individuals tend to rely on their subjective beliefs rather than objectively assess the stance of the content.
However, such biased tendencies generally happen without the user’s awareness.

In the previous chapter, we highlight limited research on quantifying the effects of cognitive biases, which
is a crucial step towards effectively mitigating biases. The literature suggests that one should make sure that
cognitive biases actually occur before applying interventions. With the ability to detect the occurrences of
cognitive biases in the interaction, designers can capture the user states and the interaction contexts where
biases manifest and prompt interventions to address specific scenarios. However, one major challenge is
obtaining a reliable ground truth for the occurrences of cognitive biases. Prior research investigates methods
to quantify the occurrences of cognitive biases, including self-reports and behavioural measures. However,
these measurements do not accurately indicate the effects of cognitive biases. Specifically, it is infeasible
to measure cognitive biases from self-report measures because individuals are unaware of their own biases.
Moreover, self-presentation and falsification issues could confound the responses. Behavioural measures,
such as dwelling time or eye-tracking data, are prone to ambiguity. Research suggests that such measures
produce mixed results.

Physiological measurements offer more objective and non-intrusive probes into human cognitive states
and, therefore, present promising means to quantify the occurrences of cognitive biases. Specifically, research
in neuropsychology employs physiological signals to study human information processing, as they reflect
how our brains and bodies respond to and process information stimuli. Prior research employs electrodermal
activity (EDA) and functional magnetic resonance imaging (fMRI) to study a psychological construct called
dissonance arousal, which manifests itself in the form of physiological discomfort. It is also associated with
cognitive dissonance, which occurs when individuals simultaneously hold conflicting beliefs.
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In this chapter, we present two empirical user studies to explore indicators for the occurrences of cognitive
biases when individuals read different opinions. In both studies, we exposed participants to a series of text and
image stimuli containing opinions on a polarising topic (e.g., climate change, abortion rights, or feminism).
These opinions express statements that support one side of the ideological spectrum. For example, on the
abortion rights topic, an opinion can either support the idea that “abortion should be legal” or the idea of
“abortion should be illegal” Therefore, we assume that these opinions are either congruent or dissenting with
the participant’s ideological beliefs, which we gauged prior to the study. During exposure to ideological
polarising text stimuli, we apply three classes of measurements: self-report, behavioural, and physiological.
Specifically, we ask participants three self-report questions that reflect their perception of each stimulus. As
behavioural measures, we measure fixation, saccade, and dwelling time through an eye-tracking camera. As
physiological measures, we apply physiological sensors to measure hemodynamic activity (brain oxygenation
levels) and electrodermal activity (EDA) using wearable functional near-infrared spectroscopy (fNIRS) and
wristband EDA electrodes.

The designs of both studies are similar. The first study exposed participants to both image and text stimuli
and presented each stimulus continuously in a randomised order. The findings are, however, inconclusive be-
cause the study design did not provide a time gap between the two stimuli. Therefore, physiological responses
may not reflect the reactions induced by the stimulus but, instead, by the preceding stimuli. Physiological
measurements, especially hemodynamic activity, have a few-second delay for event-related responses. There-
fore, we revised the design of the first study into the second study by minimising the confounds of the first
study. Specifically, we provided an inter-stimulus interval (ISI) between two consecutive stimuli to observe
clearer changes in the physiological measurements. We also removed image stimuli as they are highly con-
textual (i.e., depending on how they are presented with text information) and, thus, can be ambiguous.

The findings suggest that physiological expressions can be reliable indicators of the occurrence of cog-
nitive biases when individuals read different opinions. In the second study, we found significant effects of
ideological congruence on hemodynamic activity. However, such effects were only pronounced in individ-
uals with low interest in the topic. We also observed non-significant trends for the effects of ideological
congruency on the skin conductance responses (derived from EDA). Therefore, the implication of this study
is two-fold: it shows that not only are physiological measurements a means to quantify the effects of cog-
nitive biases, but also user-related factors can influence these biases. The findings of both studies provide
empirical and methodological contributions to HCI. We demonstrated a study design that induces cognitive
biases, employed physiological measures to monitor their effects in situ, and cross-validated the findings with
self-report and behavioural measures. Further, we present a first step to building bias-aware systems as com-
puting systems that detect and consider the presence of cognitive biases in users. We describe in more detail
the two studies and their implications in Article II.

4.2 Article II

This article was presented at the CHI Conference on Human Factors in Computing (CHI 2023). It received
the honourable mention recognition for the best paper (top 5% of the total submissions). Copyright is held
by the authors. Publication rights licensed to ACM. This is the authors’ version of the work. It is posted here
for your personal use. Not for redistribution. The definitive version of record was published in:

Nattapat Boonprakong, Xiuge Chen, Catherine E. Davey, Benjamin Tag, and Tilman Dingler. 2023. Bias-Aware
Systems: Exploring Indicators for the Occurrences of Cognitive Biases when Facing Different Opinions. In
Proceedings of the 2023 CHI Conference on Human Factors in Computing Systems (CHI °23), April 23-28, 2023,
Hamburg, Germany. ACM, New York, NY, USA, 19 pages. https://doi.org/10.1145/3544548.3580917

Ethics Application ID: 1956072.1, the University of Melbourne Human Research Ethics Committee.
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ABSTRACT

Cognitive biases have been shown to play a critical role in creating
echo chambers and spreading misinformation. They undermine
our ability to evaluate information and can influence our behaviour
without our awareness. To allow the study of occurrences and ef-
fects of biases on information consumption behaviour, we explore
indicators for cognitive biases in physiological and interaction data.
Therefore, we conducted two experiments investigating how peo-
ple experience statements that are congruent or divergent from
their own ideological stance. We collected interaction data, eye
tracking data, hemodynamic responses, and electrodermal activity
while participants were exposed to ideologically tainted statements.
Our results indicate that people spend more time processing state-
ments that are incongruent with their own opinion. We detected
differences in blood oxygenation levels between congruent and
divergent opinions, a first step towards building systems to detect
and quantify cognitive biases.

CCS CONCEPTS

+ Human-centered computing — Human computer interac-
tion (HCI); Empirical studies in HCI; Ubiquitous and mobile com-
puting systems and tools.

KEYWORDS

Bias-aware systems, Cognitive biases, Cognition-aware systems,
fNIRS, Eye tracking, Electrodermal activity

ACM Reference Format:

Nattapat Boonprakong, Xiuge Chen, Catherine E. Davey, Benjamin Tag,
and Tilman Dingler. 2023. Bias-Aware Systems: Exploring Indicators for
the Occurrences of Cognitive Biases when Facing Different Opinions. In
Proceedings of the 2023 CHI Conference on Human Factors in Computing
Systems (CHI "23), April 23-28, 2023, Hamburg, Germany. ACM, New York,
NY, USA, 19 pages. https://doi.org/10.1145/3544548.3580917

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.

CHI 23, April 23-28, 2023, Hamburg, Germany

© 2023 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-9421-5/23/04...$15.00
https://doi.org/10.1145/3544548.3580917

Xiuge Chen
xiugec@student.unimelb.edu.au
The University of Melbourne
Melbourne, Victoria, Australia

47

Catherine E. Davey
catherine.davey@unimelb.edu.au
The University of Melbourne
Melbourne, Victoria, Australia

Tilman Dingler
tilman.dingler@unimelb.edu.au
The University of Melbourne
Melbourne, Victoria, Australia

1 INTRODUCTION

Algorithms increasingly curate the information we encounter on-
line. In an attempt to grab and keep users’ attention, they filter and
provide content based on prior browsing history and inferred inter-
ests [9, 46]. Consequently, most information provided to users feeds
into their existing beliefs and opinions. In recent years, this mecha-
nism has triggered a heated discussion about how the prioritisation
of user engagement plays into the spread of misinformation and
political extremism [41]. While algorithms have been shown to be
attributing factors, users themselves seem to process information
differently based on their pre-existing notions and beliefs [42, 61].

Facing vast amounts of information online, people adopt cog-
nitive strategies to filter and sift through content more effectively.
Such behaviour fosters the occurrence and application of what is
referred to as cognitive biases, i.e., mental shortcuts we take while
processing information. Personal preferences and prior experiences
play heavily into this simplification of information processing by
focusing on the known or familiar [102].

Misinformation tends to thrive in an environment of simplifi-
cation and repetition. Its spread, prevalence, and persistence have
had real-world implications, such as negative health impacts. For
example, the belief in a link between vaccinations and autism has
led to parents withholding crucial immunisation from their children
resulting in the return of preventable diseases [83]. Misinformation
about the dangers and risks of vaccinations keep influencing pub-
lic debates about the effectiveness of COVID-19 measures to this
date [58].

Misinformation is further fueled by frequent exposure. What
we encounter more often appears more familiar and can be falsely
attributed to a certain truism. When Weaver and colleagues [108]
repeatedly showed study participants the same statement from
the same communicator, for example, participants perceived the
general consensus on that statement to be greater the more often
they encountered it. Hence, systems, websites, and platforms that
cater to our interests and beliefs tend to skew our perceptions
and amplify our innate cognitive biases [7]. This becomes an even
bigger problem when it affects our decision-making and opinion
formation in the real world, such as on topics like climate change,
immigration policies, or abortion rights.

Especially such polarising topics often lead to the segregation
of like-minded people. Echo chambers and filter bubbles are two
well-known phenomena that contribute to one-sided information
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exposure and the spread of misinformation. They capitalise on
people’s biases, most and foremost on what is referred to as con-
firmation biases [3, 45, 62, 81]. This bias is expressed in people’s
tendencies to seek out and favour information that aligns with
their existing beliefs and expectations while ignoring dissenting
information [56, 75]. While it is crucial to mitigate the negative
effects of cognitive biases, we first have to understand when and in
what situation biases occur, what triggers them, and how they can
be reliably quantified.

Researchers have examined behavioural measures for exposing
confirmation bias or what Klapper called selective exposure, i.e.,
the tendency to seek out predominantly information that supports
one’s beliefs [51]. This effect has been demonstrated to be present
in news dwelling time [37], web browsing behaviour [54, 103], and
eye-tracking information [68, 91, 99]. Behavioural measures pro-
vide an unintrusive way of tracking selective exposure [20]. Yet,
these measures have produced mixed results and interpretations.
For instance, researchers used dwelling time as an indicator of
confirmation bias as studies have shown that users spend more
time reading congruent information and less time on dissenting
information [37, 68]. Meanwhile, some research found a rather op-
posite effect as users spent more time reading attitude-challenging
opinions [37, 100]. At the same time, Siilflow et al. [99] and Zillich
and Guenther [112] reported no significant differences in reading
time between congruent and dissenting information.

A major difficulty in researching cognitive biases is obtaining
reliable ground truth for their occurrence. While we could simply
ask users whether they have exhibited biased information con-
sumption behaviour, self-report responses are not always reliable
since they may be confounded by a broad range of factors, like
self-presentation [96] and preference falsification [59]. Recent re-
search has investigated the use of physiological sensors in evaluat-
ing cognitive biases [74, 76, 105, 110]. Physiological signals have
been regarded as the (more) objective means to quantify mental
states [38]. They reflect how our brains and bodies respond and
process information [104]. Although physiological signals may be
objective measures of our innate cognitive biases, it is unclear how
biases manifest themselves in physiological data or can be effec-
tively measured.

In this work, we focus on whether physiological signals can be
a reliable, objective measure of cognitive biases in an attempt to
equip computing systems with the ability to detect and eventually
help users mitigate them. We were specifically interested in the
occurrence of cognitive biases while processing information that
is either congruent with or diverges from people’s existing beliefs.
Hence, we conducted two studies in which we exposed participants
to stimuli that represented an ideologically congruent opinion and
those depicting a dissenting opinion. Throughout these studies,
we recorded behavioural and physiological signals, such as eye
movement data, electrodermal activity, and brain oxygenation levels
(via fNIRS) along with self-reports to explore physiological and
behavioural expressions indicating the congruence between users’
opinions and the presented statements. We also investigated the
interplay between the manifestations of biases and the individuals’
interest and familiarity with the topic.

Our results show that participants tended to spend more time
but less reading effort on ideologically dissenting stimuli. We also
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found that topic interest significantly impacted the effects of opin-
ion congruency: especially individuals with low interest in a topic
exhibited higher neural activity when they were exposed to attitude-
dissenting information. Through this work, we contribute the fol-
lowing:

e We present two studies aiming to explore how cognitive
biases manifest themselves in behavioural and physiological
signals by presenting ideologically polarised statements and
recording physiological and interaction data as well as self-
reports.

e Based on our findings, we discuss the notion of bias-aware
systems — i.e., computing systems that detect and take into
account the presence of cognitive biases in users — and their
potential to detect, quantify, and mitigate the effects of cogni-
tive biases. We discuss challenges, opportunities, and ethical
considerations for bias-aware systems from what we learned
from this research.

2 BACKGROUND

Our work is mainly grounded in research on behavioural psychol-
ogy and psychophysiology while touching on recent discussions
in human-computer interaction [25-27] regarding the unintended
effects of cognitive biases in users.

2.1 Cognitive Biases

Cognitive biases refer to a systematic pattern of deviation from
norm or rationality in judgement [39]. The concept was proposed
in the work of Tversky and Kahneman in 1974 [102]. Tversky and
Kahneman explained different types of heuristics, or so-called men-
tal shortcuts, employed by humans to avoid overwhelming their
limited cognitive resources by preferably using automatic thinking
(System 1) over rational thinking (System 2) [48]. While heuristics
enable us to reach a decision faster, they become problematic as
they generally distort our rationality in ways we are unaware of.
When making decisions or judgments, individuals who exhibit
cognitive biases tend to follow their own beliefs or preferences
rather than objective information [39]. In the context of information
consumption, this leads to a distortion of the way people perceive
and evaluate information, often resulting in favouring information
that supports their attitudes [47]. Cognitive biases can be present in
many forms. Prominent examples include confirmation bias (seek-
ing predominantly information that aligns with one’s beliefs [75]),
cognitive dissonance (avoiding information that conflicts with one’s
beliefs [30]), or negativity bias (responding to negative stimuli with
stronger attention and emotional responses [52]). Confirmation bias
and cognitive dissonance, for example, are potential contributors
to selective exposure [72, 95, 96]. This describes the tendency to
seek out predominantly information that supports one’s beliefs or
attitudes while avoiding dissenting information [51]. This impacts
how critical people evaluate information [80, 113] and potentially
fosters ideological polarisation [54, 97]. A prominent example in
the 20th century was the use of one-sided news reporting by the
German government in the 1930s and 40s. Consequently, the be-
lief systems of the majority of Germans who grew up under the
regime were skewed towards anti-semitism [106]. In a similar, but
less extreme fashion, the recent examples of vaccine hesitency [28]
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and climate change denial [70] have shown that confirmation bias
limits informed and objective discussions of polarizing topics.

People tend to save up their limited cognitive resources when
processing information, which makes them vulnerable to various
types of manipulation [39]. Today, new information is continuously
available to people, which results in excessive mental demand, or
mental overload. To prevent overexerting their cognitive resources,
people employ cognitive biases or “mental shortcuts” to simplify
the complexity and filter out the most relevant information. This is
expressed in making faster but less deliberate decisions [48].

Together, cognitive biases and personalised recommendation
algorithms contribute to the formation of filter bubbles through a
reinforcing loop [3, 62]. When exploring information online, users
exhibit their cognitive biases by selectively exposing themselves
to certain types of information. Meanwhile, recommendation algo-
rithms detect patterns in the selective consumption of information
and optimise themselves to keep engagement high by catering
predominantly to what the users prefer [9, 46]. Consequently, the
users’ innate biases are further amplified. In sum, recommendation
systems and selective exposure build a self-reinforcing loop: the
former curate content items that are congruent with the users’ pref-
erences; at the same time, users seek and favour such content due to
confirmation bias [3]. In other words, cognitive biases in individuals
can be reinforced by automated recommendation systems.

2.2 Two-step Model of Processing Conflicting
Information

While cognitive biases often manifest when facing different opin-
ions, their occurrences also depend on the prior background of
the information consumer. In his series of works, Richter [85-87]
proposes a two-step model of validation. The model states that
people tend to use the perceived plausibility of the information
as their heuristics. When encountering information, people first
employ Epistemic Monitoring to evaluate whether the content is
compatible with their beliefs or preferences. In general, people save
up their cognitive resources by allocating them to information that
is congruent with their beliefs. This results in people processing in-
formation with cognitive biases. However, individuals with higher
working memory resources, advanced epistemological beliefs, or
relevant background knowledge may pursue the second step — Elab-
orative Processing — at which they process the information in a more
balanced and objective manner.

2.3 Quantifying the Effects of Cognitive Biases

Being able to quantify the occurrence and the effects of cognitive bi-
ases comes with numerous benefits [65]. With the awareness of the
users’ biases, interventions can be designed to help users overcome
their irrationality and become more critical and deliberate when
facing information online. However, given that cognitive biases
normally happen without people being aware of them, it is chal-
lenging to objectively define and measure them [5]. In this section,
we review methodological approaches to quantifying the effects of
cognitive biases in the context of information consumption, using
behavioural measures and physiological signals.

2.3.1 Behavioural Measures. Recent research in the field of selec-
tive exposure has used behavioural measures, i.e., through direct
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observations or in-lab studies [20]. By exposing users to attitudinal
information, researchers were able to observe the deviation of users’
behaviour as by-products from the manifestation of their innate
cognitive biases. Commonly, researchers have used measures like
dwelling time - i.e., the amount of time participants exposed them-
selves to certain types of information — and information selectivity
(e.g., the number of content clicks or page visits). Recent approaches
have utilised eye tracking measures as they offer advantages over
dwelling time, for example, more insights into the users’ visual
attention [68, 99].

While behavioural expressions offer an unobtrusive measure of
bias, research that employed behavioural measures has produced
mixed results. Some works showed that people tended to spend
more time on what confirms their opinions [68, 91]. Marquart [68],
for example, tracked fixation time in online news reading and found
that people tended to spend more time with news items that were
compatible with their beliefs. Meanwhile, some studies suggested a
rather opposite phenomenon [37, 100]. Taber and Lodge [100] found
that individuals spent significantly longer time reading attitude-
challenging arguments. Some works reported no significant devia-
tion in dwelling time [99, 112]. For instance, an eye-tracking study
by Sulflow et al. [99] suggested no effects of opinion congruency
on the users’ attention to social media news posts but found higher
selectivity for attitude-reinforcing contents.

2.3.2  Physiological Measures. Given that our innate biases are
the consequence of the interplay of the complex regulation of our
cognitive and affective states, cognitive biases are likely to induce
physiological changes. Research has long investigated the effects of
cognitive dissonance on human physiology. Since the introduction
of cognitive dissonance by Festinger [30], a series of studies have
investigated a psychological construct called dissonance arousal
which manifests itself in the form of physiological discomfort [111].

Research by Westen et al. [110] has probed the presence of cogni-
tive biases using physiological signals. Westen and colleagues used
functional Magnetic Resonance Imaging (fMRI) to assess the effects
of cognitive dissonance and found significantly higher neural acti-
vations when the users were processing ideological dissenting in-
formation. Subsequent works have confirmed such findings [12, 49].
Meanwhile, Ploger et al. [82] used electrodermal activity (EDA) and
heart rate to assess dissonance arousal by exposing individuals to
video clips that present attitude-challenging information. However,
they found weak effects from ideological (in)congruency.

2.4 Physiological Signals

Physiological signals have been widely used as a surrogate to mea-
sure cognitive states [14]. They reflect the reactions from our brains
and bodies through a variety of signals. In our work, we focus
on two particular signals: electrodermal activity, a widely used
physiological measure in HCI, and hemodynamic responses, a non-
invasive way to measure brain activities.

24.1 Electrodermal Activity. EDA refers to the variation of the
electrical conductance of the skin [8], which results from the skin’s
sweating function. The changes in the sympathetic nervous system
control the level of sweating on the skin and thus the EDA. The
signal is often collected from electrodes placed on specific body
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parts, for example, on the fingers or the wrist. In the HCI community,
EDA is known as a low-cost, unobtrusive physiological measure [4,
22].

EDA consists of two signal components: Skin Conductance Re-
sponses (SCR) and Skin Conductance Level (SCL). SCR represents
high-frequency, short-term spikes in the EDA signal triggered
by eliciting stimuli. SCL denotes inertial, long-term changes in
the EDA. Researchers have used EDA as a marker for negative
cognitive activity, for example, cognitive workload [57, 93] and
arousal [22, 35, 67].

2.4.2 Hemodynamic Responses. To quantify hemodynamic responses
or the changes in blood flow to the brain, researchers have used
functional Magnetic Resonance Imaging (fMRI) and functional
Near-Infrared Spectroscopy (fNIRS) to infer the relative changes in
the concentration of oxygenated haemoglobin ([HbO]) and deoxy-
genated haemoglobin ([HbR]) [16, 50]. Since haemoglobin absorbs
near-infrared light, one can derive the haemoglobin concentration
as a function of optical density [6]. Greater changes in haemoglobin
concentration are associated with higher levels of neural activation.
Therefore, fMRI and fNIRS offer a measurement of innate neural
activity [92].

Unlike fMRI, fNIRS provides a less invasive and more noise-
robust method to monitor the hemodynamic responses and, thus,
the brain activity [66]. Recent research has employed fNIRS to
assess a variety of psychological constructs, for example, cognitive
workload [2, 31] and affective states [40, 43].

2.5 Summary

Our biases are especially problematic when they come into play
for nuanced discussions on polarised topics. They are often exacer-
bated by the way we consume information online. While they serve
us when sifting through vast amounts of information, they at times
compromise our ability to make objective decisions. Prior research
has investigated how to "track down" the presence of cognitive
biases by studying their effects on behavioural measures. While
dwelling time as a behavioural measure may be an indicator of
cognitive biases, it has been shown to not always be reliable. Re-
cent research has investigated the use of physiological responses to
probe the effects of bias. In the context of information consumption,
researchers have used fMRI, EDA, and heart rate to observe such
effects. Our work adds up to the literature by using physiological
signals to monitor the presence of cognitive biases when exposed
to opinions from different ideological spectra. To the best of our
knowledge, our work is the first to apply fNIRS signals to study
the effects and occurrences of biases in the context of information
exposure with the intent to study the notion of bias-aware comput-
ing systems. In the following, we present two studies, in which we
expose participants to a range of opinions and probe their interac-
tions, behavioural expressions, and physiological data to explore
how cognitive biases may manifest themselves.

3 STUDY 1: DESIGN

We conducted Study 1 to explore different indicators for the occur-
rences of cognitive biases. In this study, we exposed participants
to textual and image stimuli that represented opinions on four po-
larising topics. At the same time, we recorded behavioural data
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(eye tracking) and physiological signals, namely electrodermal ac-
tivity (EDA), and brain hemodynamic responses using functional
near-infrared spectroscopy (fNIRS).

3.1 Stimuli Selection

We operationalised stimuli that consisted of information on either
end of the ideological spectrum, i.e., supporting information (pro)
or contradicting information (con). Adapting to the Australian con-
text, where this study was conducted, each stimulus was chosen
with regard to ideologically polarising topics that were dominant
in the current, domestic public debate. Consequently, we selected
the following four topics for the study: political progressivism, cli-
mate change, feminism, and multiculturalism in Australia. All four
topics were widely discussed in the media, and well-known to the
Australian public with increasingly polarised viewpoints. Thus, we
expected that the stimuli would have the potential to trigger strong
attitudes and prompt cognitive biases in the study participants.
Table 1 gives an overview of the pro-stances and con-stances for
each of the four topics.

We selected progressivism due to the increasing ideological
polarisation between progressive and conservative politics' since
the 1970s [18, 19, 71, 109]. Similarly, we chose climate change
because of the increasing discrepancy between those who acknowl-
edge man-made climate change as opposed to denying it [64]. We
also considered multiculturalism due to the lasting conflict be-
tween multiculturalism in Australia and the Anglo-Saxon inheri-
tance rooted in the "White Australia” policy [21]. Lastly, feminism
was selected because of the increasing pushback against feminism
among Australian male groups [88] and third-wave feminists [98].

We used two types of stimuli: texts and images. Text stimuli were
curated from either user opinions on Twitter? or the Procon.org
website3. The latter source hosts information on both ends of the
ideological spectrum, i.e., pros and cons, on different topics. We
sourced climate change and feminism stimuli from Procon.org; pro-
gressivism and multiculturalism stimuli were curated from tweets
posted in Australia from June to July 2021. We controlled all text
stimuli for being in English and approximately 50 words in length.

While statements on ProCon.org are heavily contextualised to
US politics and society, topics of global interest and the general dis-
course, such as climate change and feminism, are also applicable to
the Australian context. We selected statements that do not contain
US-specific information, e.g., excluding those mentioning US laws.

Each image stimulus was selected from online images or graph-
ics that contained messages supporting an ideological viewpoint.
Similarly, we picked those images from the ProCon.org website or
keyword searches on Twitter. Examples of image stimuli were the
cover of the book "The Greatest Hoax" [44] or a photo of a protest
against man-made climate change.

We accumulated a total of 64 stimuli consisting of 32 texts, and 32
images. Stimuli presenting pros and cons were even in numbers. We
presented participants with each stimulus on a screen. Every text
stimulus was displayed in a single paragraph with the same font

!To avoid confusion among our readers, we use the Anglo-Saxon nomenclature. In
Australia, conservative politics are actually called "liberal”, whereas the Australian
"labor" is the equivalent to the Anglo-Saxon progressives.

Zwww.twitter.com

Swww.procon.org
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Table 1: Topics and their ideological ends, as used in Study 1

Topic Pro stance

Con stance

Political Progressivism

I support a political and societal change

I do not support political and societal change

Climate change
climate change

I believe humans are primarily responsible for

I believe humans are not primarily responsible
for climate change

Multiculturalism in Australia

I support multiculturalism in Australia

I support the Anglo-Saxon national identity of
Australia

Feminism

I support feminism and women’s rights

I do not support feminism and women’s rights

Overwhelming scientific consensus finds human activity
primarily responsible for climate change. Most climate
scientists and scientific organizations agree that human
activity is extremely likely to be the cause of global climate

change.

(a) Text

Figure 1: Examples of stimulus presentation for Study 1. Both stimuli were on the topic of climate change.

(Arial 30 px, black colour), line spacing (double), alignment (justified
and centred), column width (800 px), and white background. Image
stimuli were presented in an 800px X 800px resolution. Figure 1
shows an example of the stimuli used in Study 1.

3.2 Study Protocols

3.2.1 Experimental design. We studied the effects of the congru-
ency of ideological stances between the user and the stimulus. To
do so, we conducted two experiments with a 2-level (Congruent and
Dissenting) within-subjects design: one to examine text stimuli and
one to examine image stimuli. The congruent condition implied the
stimulus’ stance was aligned with the user’s stance. Conversely, the
dissenting condition implied the stimulus’ stance contradicted the
user’s stance. Table 2 shows a list of independent and dependent
variables of this study.

3.2.2  Participants. Through the university network, we invited
33 native or bilingual English speakers (19 women, 14 men) to
participate in Study 1. The mean age of our participants was 32
(SD = 11.43) years. The minimum and maximum ages were 18 and
54, respectively. Of our participants, 15 possessed a postgraduate de-
gree, 10 held a bachelor’s degree, and the remaining six participants
had at least year 12 education.

3.2.3  Procedure. The study took place in a quiet room. We in-
formed each participant about the purpose and procedure of the
study. After providing their consent in writing, we seated partic-
ipants in a comfortable position and asked them to adjust their
seats so that their heads were centred and approximately 60-65cm
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away from the monitor screen. We then asked each participant to
respond to the pre-study survey and calibrated the placements of
the physiological sensors.

We subsequently asked participants to read a series of text and
image stimuli on a 24-inch monitor. After each stimulus, partic-
ipants were asked to press the space key to proceed to the next
one. The order of stimuli presentation was counterbalanced: partic-
ipants either completed image stimuli first then text stimuli, or vice
versa. Moreover, the order of the four topics was counterbalanced.
Within each topic, stimuli were displayed in random order with no
gap in between. Once a participant finished all stimuli for a topic,
we paused the data collection for approximately one minute; then,
participants continued reading the stimuli on the following topic.
Upon completion, participants responded to a post-study survey
and received a $20 voucher for compensation. The whole study
took 45-60 minutes.

3.24 Sensors. Throughout the study, we recorded participants’
eye movements, EDA, and hemodynamic responses. Eye move-
ments were recorded with a Tobii Pro X3-120 eye tracker? with a
sampling rate of 120 Hz. We mounted the eye tracker at the bottom
of the monitor. We used the Empatica E4 wristband® to gather EDA
data. To prevent potential motion artefacts, we asked participants
to wear the wristband on their non-dominant hand. Additionally,
we recorded functional near-infrared spectroscopy (fNIRS) from
the participant’s forehead using the BIOPAC fNIR Sensors 2000°.

*https://www.tobiipro.com/product-listing/tobii- pro-x3-120/
Shttps://www.empatica.com/research/e4/
®https://www.biopac.com/product/fnir-sensors-2000/
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Table 2: Summary of Independent and Dependent Variables in Study 1

Variables Measures Scale
Independent Variables  Participant-Stimulus Ideological Congruency 2 levels (congruent and dissenting)
Dependent Variables Dwelling Time Continuous

Number of Fixations

Number of up, down, left, and right saccades

SCL: Skin Conductance Level

Frequency of Skin Conductance Response (SCR) peaks
A4y [Hb]: The Overall Brain Oxygenation Level

Number of occurrences
Number of occurrences
Continuous

Number of occurrences

Continuous

The device offered a sensor pad comprising 18 optical sensors that
record fNIRS signals with a sampling frequency of 20 Hz. We at-
tached this sensor pad to the participant’s forehead to monitor
hemodynamic responses in the frontal lobe of the brain. During the
recording session, we asked participants to refrain from moving
their heads and the non-dominant hand to minimise the occurrence
of motion artefacts.

3.3 Ground Truth

3.3.1 Pre-study Survey. For each of the four topics, we asked par-
ticipants to rate their stance on the topic using an 11-point Likert
scale (—5: I agree with the con stance to +5: I agree with the pro
stance). We presented the pro and con stances according to Table 1.
Participants also rated their interest in and familiarity with each
topic using a 5-point Likert scale (1: least interested to 5: completely
interested) and a 10-point Likert scale (1: least familiar to 10: most
familiar), respectively.

3.3.2  Post-study Survey. After completing the data collection, we
asked participants to reevaluate the stimuli they have seen in the
study. Each participant rated the expressiveness of each stimulus on
a 7-point Likert scale (1: very weak to 7: very strong). Each question
was accompanied by the corresponding stimulus.

3.3.3  Participants’ Ideological Stances. We gathered the users’ ide-
ological stances through the pre-study survey’s responses. These
were used to determine the congruence of stances between each
participant and each stimulus. A stimulus S is considered congruent
with participant P if the stances of S and P were in agreement.
On the other hand, if the stances of S and P were opposite, S is
dissenting with P.

We employed a threshold of 0 on the stance ratings (ranging from
—5 to +5) to determine the participants’ attitudes. For example, on
the topic of climate change, a positive score implied the participant’s
stance aligned with the idea that climate change is man-made (i.e.,
"I believe humans are primarily responsible for climate change.").
Conversely, a negative score represented the stance that climate
change is not man-made (i.e., "I believe humans are not primarily
responsible for climate change."). Participants who rated 0 on a topic
were considered as having a neutral attitude on that particular
topic. In our data analysis, we discarded any stimulus exposure that
involved participants who had a neutral stance on a topic.
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Among 33 participants who joined Study 1, we observed that
most participants aligned themselves with the pro stances of every
topic: progressivism (pro : con : neutral = 27 : 3 : 3), climate change
(pro : con : neutral = 30 : 1 : 2), multiculturalism in Australia
(pro : con : neutral = 30 : 1 : 2), and feminism (pro : con : neutral
=28:4:1).

4 STUDY 1: RESULTS

We analysed the data collected in Study 1 and examined the effects
of ideological congruency on dwelling time, behavioural data, and
physiological signals.

4.1 Dwelling Time

A one-way repeated measures ANOVA was performed on the
amount of time each participant spent with each stimulus. We set
the independent variable to be the congruence of ideological stance
between the participant and the stimulus, which had two levels: con-
gruent (C) and dissenting (D). For both text and image stimuli, we
found that participants spent significantly more time with dissent-
ing stimuli than congruent stimuli (text: 7(1,31) = 18.911, 1712, =
0.37,p < 0.001; image: F(1,29) = 4.416,n% = 0.13, p = 0.0444). We
found a weaker effect size (text: 1712, = 0.37, image 1712, = 0.13) for
image stimuli.

4.2 Eye Tracking Measures

4.2.1 Preprocessing. We first obtained the raw gaze data, which
consisted of the (x,y) coordinates on the projection screen. Subse-
quently, we used the Tobii Pro Lab’s I-VT gaze filter [79] to estimate
the velocity of the participant’s eye movement. Those with a veloc-
ity below the threshold were considered fixations — a type of eye
movement where the eyes are focused on one point. Those with
a higher velocity were treated as saccades — rapid eye movement
from one point to the other. For each stimulus, we obtained the
eye-tracking features by calculating the number of fixations and
the number of saccades in each of the four directions (up, down,
left, and right) during the exposure to the stimulus.

4.2.2  Data Analysis. Since our eye tracking features consisted of
count data which are often not normally distributed, we applied a
Friedman test on the counts of fixations and saccades of both text
stimuli data and image stimuli data. We subsequently corrected the
p-values using a one-step Bonferroni correction.
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For text stimuli, we found that participants exhibited signif-
icantly more fixations (pcorr = 0.0174, )(2 = 12.461), and right
saccades (pcorr = 0.0036, )(2 = 15.384) with dissenting stimuli than
congruent stimuli. For image stimuli, we observed significantly
more fixations (peorr = 0.0283, y? = 11.560) when viewing dissent-
ing stimuli compared to congruent stimuli.

4.3 Electrodermal Activity

4.3.1 Signal Preprocessing. EDA signals recorded from a wear-
able device may contain motion artefacts. We, therefore, applied
a lowpass filter with a cutoff frequency of 3 Hz to remove poten-
tial high-frequency motion artefacts. Subsequently, we applied a
highpass filter with a 0.05 Hz cutoff frequency to extract the skin
conductance responses (SCR) and the skin conductance level (SCL).
SCR peaks were then identified by applying a peak detection algo-
rithm to the SCR signals. Lastly, we derived two EDA measures: the
mean of SCL and the count of SCR peaks throughout the period of
exposure to a stimulus.

4.3.2 Data Analysis. Similar to the eye tracking data analysis, a
Friedman test was performed on the EDA features and a one-step
Bonferroni correction was used to correct the p-values. For text
stimuli, we found that participants exhibited significantly greater
counts of SCR peaks on dissenting statements (pcorr = 0.0052, y? =
15.695) than congruent statements. For image stimuli, however, we
did not detect any significant effects of ideological congruence on
EDA statistics.

4.4 Brain Hemodynamic Responses

4.4.1 Signal Preprocessing. The fNIRS we used in this study mea-
sured the optical density in two near-infrared frequencies, 730nm
and 850nm. However, these signals are susceptible to noise, such
as motion and physiological artefacts. Thus, for each participant,
we first identified and discarded data that were distorted because
of bad optode placement, i.e., when they were obstructed by hair
or interfered with ambient light. Bad optode placement was consid-
ered if either (1) 90% of the optode’s raw optical density fell outside
an acceptable range of [400 mV, 4000 mV]; or (2) the raw optical
density’s coefficient of variation (defined as the ratio of the signal’s
standard deviation and mean) exceeded 20%.

Subsequently, we corrected noise and motion artefacts in the sig-
nals using 10-second time epochs. This involved two steps; first, we
applied a bandpass filter with cutoff frequencies between [0.001 Hz,
1 Hz] on the optical densities to filter out signals from irrelevant fre-
quency bands. Subsequently, the Temporal Derivative Distribution
Repair (TDDR) algorithm [32] was applied to the filtered optical
densities to correct motion and physiological artefacts.

We also manually removed parts of the recordings that consisted
of suspected motion artefacts, i.e., rapid spikes in the signal which
were caused by participants’ body movement. We then subtracted
the optical densities with the initial 5-second baseline. The baseline
was recorded before the data collection started when participants
were sitting still for about 20 seconds. The baselined optical densi-
ties were converted to oxygenated haemoglobin and deoxygenated
haemoglobin concentrations ((HbO] and [HbR]) using the modified
Beer-Lambert law [6]. [HbO] and [HbR] were then standardised
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within each participant to mitigate the effects of individual differ-
ences. Subsequently, we subtracted [HbR] from [HbO] and obtained
the brain oxygenation level, A[Hb] = [HbO] — [HbR]. This step
was done in order to improve the signal strength. Then, for each
participant, we obtained the overall oxygenation level, A,;[Hb],
by averaging A[Hb] across all available optodes. We opted to use
A1 [Hb] to represent the overall changes in the forehead hemody-
namic activity. Lastly, for each stimulus exposure, we calculated
the mean A ,;;[Hb] for the exposure period.

4.4.2 Data Analysis. We applied a one-way repeated measures
ANOVA on the mean overall oxygenation level, A,;;[Hb], for each
time window of stimulus exposure. However, we found no signifi-
cant effects of ideological congruence on the mean overall oxygena-
tion levels.

4.5 Summary and Lessons Learned

Our findings indicate that participants tended to spend more time
and exhibited more fixations when facing ideologically dissenting
stimuli. This implies that dissenting information might hinder or
disrupt the comprehension process. However, it was inconclusive
whether cognitive biases did contribute to this phenomenon. One
possible assumption could be that ideologically dissenting text stim-
uli (i.e., the con statements) were more cognitively demanding than
ideologically congruent stimuli [94]. Alternatively, since the make-
up of the study participants were predominantly aligned with the
pro statements, the dissenting stimuli may also have systematically
caused longer dwelling time.

Although we found a significant effect on the counts of SCR
during exposure to text stimuli, it remained inconclusive whether
physiological signals are reliable indicators of cognitive biases. As
a potential explanation, the study design may have introduced
confounding factors: we did not provide a time gap between two
consecutive stimuli, so-called inter-stimuli intervals (ISI). Due to
the lack of ISI, the stimulus-related physiological responses may
not reflect the reactions induced by the stimulus itself but those
induced by the preceding stimuli.

In addition, we observed that image stimuli yielded less expres-
siveness than text stimuli for two reasons. First, we found no signifi-
cant effect of the image stimuli’s ideological congruence on dwelling
time. Secondly, we found that the self-report expressiveness ratings
on image stimuli were significantly lower than on text stimuli (one-
way repeated measures ANOVA: ¥(1,31) = 5.808, r]IZ, =0.16,p =
0.022).

Visual information is one of the most prevalent media on the
Internet and is highly contextual, usually presented together with
text information [89]. In contrast to text stimuli, image stimuli can
thus be ambiguous, leading to different interpretations in different
individuals.

To eliminate possible confounds, we conducted a follow-up study,
which (1) ensured that the polarising statements successfully in-
duced biased information processing, (2) used a reliable ground
truth for the induced biased information processing, and (3) al-
lowed us to observe clearer changes in physiological signals in
response to each stimulus.
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5 STUDY 2: DESIGN

As Study 1 was inconclusive as to whether cognitive biases were
induced, we cannot draw any conclusions as to what extent physio-
logical signals can be used to infer the presence of cognitive biases
yet. We, therefore, designed and conducted Study 2 to address the
same question as Study 1 - are physiological signals reliable, ob-
jective measures of cognitive biases? Study 2 comprised a similar
approach in that we exposed participants to a series of polaris-
ing statements, but revised the experimental design to account for
potential confounding factors.

5.1 Stimuli Selection

We employed 62 text stimuli in Study 2. We decided to expose
our participants to a wider range of opinion statements. Thus, we
aimed to increase the external validity of Study 2 by diversifying
our stimuli and obtaining more observations. We extended the
number of topics to eight in Study 2: progressivism, climate change,
feminism, multiculturalism in Australia, vegetarianism, renewable
energy, abortion, and same-sex marriage. We used the 32 original
text stimuli from Study 1 and introduced 30 additional stimuli for
the four new topics. We provide details of each new topic in the
following paragraph. Informed by Study 1, we opted for not using
image stimuli, as they proved difficult to limit confounding factors
like the expressiveness and ambiguity of the images.

We included vegetarianism as one of the new topics because of
an increasing debate (about 12% of Australians identify as vegetar-
ians [101]) between proponents of vegetarianism (i.e., those who
do not eat meat) and its opponents (i.e., those who support meat
consumption). Meanwhile, we selected renewable energy since it
is contextually parallel to the topic of climate change. In Australia,
there has been a growing political debate between supporters and
opponents of renewable energy [23]. We also selected abortion and
same-sex marriage because they are part of the discussions on
feminism and progressivism. Although abortion has been legalised
in Australia, a notable proportion of pro-life messages still exist
on the Internet [1]. Similarly, same-sex marriage in Australia was
a heated debate during the 2017 marriage law survey [84]. While
the poll showed that the majority of Australians (61%) expressed
support for same-sex marriage, there was a significant proportion
of those who voted "no" [33].

The 30 new stimuli were gathered from the Procon.org website.
The ideological stances were counterbalanced, i.e., there was an
equal number of pro and con statements. We controlled the length
of each text stimulus to be around 50 to 80 words. In addition, we
ensured that no text stimulus had a score lower than 30 according
to the Flesch reading ease score [34], which is equivalent to the
university level. In Table 3, we summarise the pro and con ideologies
for each of the four additional topics.

Similar to Study 1, we presented the stimuli on a computer mon-
itor. Each stimulus was displayed with the same font (Verdana 27
pt, in dark grey colour), double line spacing, centred-justified align-
ment, and white background. Figure 2 gives an example of the text
stimuli in Study 2.
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5.2 Study Protocols

5.2.1 Experimental Design. We conducted the study with a within-
subject design with the independent variable being participants’
congruent or dissenting opinion (i.e., two levels). Our dependent
variables consisted of behavioural measures (dwelling time and eye
tracking data), physiological measures (EDA and brain hemody-
namic responses), and self-report measures (stimulus-wise ideo-
logical alignment, likelihood to share the stimulus, and cognitive
effort). We present a list of study variables of Study 2 in Table 4.

5.2.2  Participants. We invited 31 participants (16 female, 13 male,
and 4 preferred not to disclose) to Study 2. The mean age was 29.41
(SD= 11.17) and ranged from 18 to 68 years old. Of those who dis-
closed their age, 6 were between 18 and 20 years old, 10 were in
their 20s, 6 were in their 30s, 2 were in their 40s, and 6 were 50 years
old or older. All participants reported that they were either native,
bilingual, or professional users of English. For their highest level of
education, 10 had year 12 education, 1 had certificate III/IV educa-
tion, 6 had a bachelor’s degree, 4 had a graduate diploma/certificate,
and 10 had a postgraduate degree. We excluded two participants
for {NIRS data analysis and one participant for EDA data analysis
since their recordings were mostly corrupted or missing.

5.2.3  Procedure. Similar to Study 1, Study 2 took place in a quiet
room where participants were seated in a comfortable position in
front of a 24-inch monitor. We first informed each participant about
the purpose and protocols of the study. After receiving their written
consent, we asked the participants to answer a pre-study survey
and calibrated the physiological sensors. After that, participants
went through a warm-up round to familiarise themselves with
the protocols. We presented participants with a series of four text
stimuli on the topic "Should zoos exist?". These warm-up stimuli
were sourced from Procon.org’.

In this study, we exposed participants to stimuli differently from
Study 1. For each stimulus, participants first read the stimulus
statement. Once they finished reading it, they responded to an in-
study survey, which asked participants three questions regarding
the stimulus. After providing their responses, participants entered
a 15-second resting period, where we asked them to close their eyes
and count from 1 to 15. A 15-second timer was placed on a screen.
Once the timer counted down to 0, participants proceeded to the
next block by clicking on the "next" button. The presentation order
of the stimuli was randomised.

We introduced a 15-second resting period as an inter-stimulus
interval (ISI) in order to observe clearer physiological changes. We
decided that 15 seconds would be an appropriate ISI since it allowed
sufficient time to observe hemodynamic responses, which typically
take three to five seconds to reach a peak and a few seconds to
decay [69, 107].

After participants finished the warm-up round, they entered the
data collection round. In this round, we presented participants with
a series of 62 text stimuli from the eight topics mentioned. Like
the warm-up round, participants read the stimulus, responded to
an in-study survey, and entered a 15-second resting period. Each
stimulus was presented in a randomised order; each stimulus’ topic
and stance were also randomised. Upon completion, we engaged

"https://www.procon.org/headlines/zoos-top- 3-pros-and-cons/
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Table 3: Additional topics in Study 2 and their ideological ends

Topic Pro stance Con stance

Vegetarianism I support vegetarianism and oppose meat con- I support meat consumption and oppose vege-
sumption tarianism

Renewable Energy I believe renewable energy is necessary I believe renewable energy is not necessary

Abortion I think abortion should be legal I think abortion should be prohibited

Same-sex marriage

I think same-sex marriage should be legal

I think same-sex marriage should be prohibited

alternative sources of energy.

Rapidly phasing out fossil fuels is critical to address the climate crisis because fossil fuels are the biggest
driver of the climate crisis. Research have confirmed there are no scenarios in which we both keep digging
out fossil fuels and keep the world from a climate disaster. We must act now, and decisively, to switch to

(a) A pro stance on renewable energy

temperatures well below 2 degrees Celsius.

A growing, more prosperous world needs growing quantities of energy, and that includes oil and gas. Today,
one billion people lack the energy they need, and renewables alone can’t meet those needs. In fact, the
International Energy Agency projects the world could still need nearly 70 million barrels of oil a day in 2040
— and that’s in a scenario consistent with the Paris Agreement goal of keeping any rise in global

(b) A con stance on renewable energy

Figure 2: Examples of stimuli presentation for Study 2

participants for a brief interview and compensated them with a $20
cash voucher. The study took approximately 90 minutes.

5.2.4  Sensors. Throughout the experiment, we recorded physio-
logical data from the participants. In a similar fashion to Study 1,
we employed the Empatica E4 wristband to record EDA and the
BIOPAC fNIR Sensors 2000 to record brain oxygenation levels from
the forehead. We used a Tobii Pro Nano® to record the participant’s
eye-tracking data with a sampling frequency of 120 Hz. We asked
participants to refrain from moving their heads throughout the data
collection period to prevent the occurrence of motion artefacts.

5.3 Ground Truth

5.3.1 Pre-study Survey. For each of the eight topics, we asked par-
ticipants to rate their stance on the topic on a continuous slider
scale of 0 (I agree with the con stance) to 100 (I agree with the pro
stance). Unlike Study 1, we used a continuous scale for ideological

8https://www.tobiipro.com/product-listing/nano/
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stance since it provides more granularity for assessing the partici-
pants’ stances on a spectrum. In addition, we asked participants to
rate their interest and familiarity with each topic on a scale from 1
(least interested/familiar) to 5 for (most interested/familiar).

5.3.2  In-study Survey. For each stimulus, we asked participants
to report the congruence of ideological stance between them and
the statement, the likelihood to share it on their social media, and
the cognitive effort spent reading it, by asking three questions:
(Q1) How much does the statement align with your beliefs?; (Q2)
How likely are you to share this statement on your social media?;
and (Q3) How much effort did you put into reading this statement?.
Participants gave their ratings using a 5-point Likert scale (1: least
aligning/likely/effortful to 5: most aligning/likely/effortful). The in-
study survey was triggered each time participants finished reading
a stimulus.

5.3.3  Participant-stimulus Ideological Stance. On each topic, we
determined the ideological alignment of each participant from their
self-reported stance (from 0 to 100) in the pre-study survey. Similar
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Table 4: Summary of Independent and Dependent Variables in Study 2

Variables Measures Scale

Independent Variables  Participant-Stimulus Ideological Congruency 2 levels (congruent and dissenting)
Topic Interest 2 levels (high and low)
Topic Familiarity 2 levels (high and low)

Dependent Variables Behavioural
- Dwelling Time Continuous

- Number of Fixations

- Number of up, down, left, and right saccades

Self-report

- Q1: participant-stimulus ideological congruence

- Q2: likelihood to share the stimulus on one’s social media

- Q3: effort spent reading the stimulus

Physiological

Number of occurrences

Number of occurrences

5-Likert scale
5-Likert scale
5-Likert scale

(Time windows {2.5s, 5s, 10s} X {EXP1, EXP2, POST})

- SCL: Skin Conductance Level

- Frequency of Skin Conductance Response (SCR) peaks
- A4y [Hb]: The Overall Brain Oxygenation Level

Continuous
Number of occurrences

Continuous

to Study 1, we applied a threshold of 50 on the stance ratings. A rat-
ing of more than 50 represented an ideological stance that supports
the pro stance. Conversely, ratings less than 50 were considered to
support the con stance.

Using the abovementioned thresholds, our 31 participants iden-
tified their stances as follows: climate change (pro : con : neutral
=28 : 1 : 2), feminism (pro : con : neutral = 25 : 2 : 4), progres-
sivism (pro : con : neutral = 24 : 5 : 2), multiculturalism in Australia
(pro : con : neutral = 30 : 0 : 1), vegetarianism (pro : con : neutral
=12 : 12 : 6), renewable energy (pro : con : neutral = 29 : 1 : 1),
same-sex marriage (pro : con : neutral = 26 : 4 : 1), and abortion
(pro : con : neutral = 27 : 3 : 1).

Subsequently, we defined a score that describes the ideological
congruency between the participant and the stimulus. The score
was in a range between —50 (the participant’s stance is completely
opposite of the stimulus) and +50 (the participant’s stance completely
aligns with the stimulus). A positive score implied that the stances
of the participant and the stimulus were in the same direction, and
vice versa. The congruency score between participant p and stimu-
lus s, Congruence(p, s), can be derived by applying formula 1. We
denoted Pos(s) as the ideological stance of the stimulus s, which
took a binary value of +1 if the stance was aligned with the pro opin-
ion or —1 if the stance was aligned with the con opinion. Stance(p)
is the self-report stance of the participant p, ranging from 0 to 100.

Congruence(p, s) = (Stance(p) — 50) X Pos(s) (1)

For example, if a person rated themself with 80 out of 100 on the
topic of abortion and a stimulus stated an anti-abortion statement,
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the congruency score between them would be (80 — 50) X (-1) =
—30.

In this study, we considered stimulus exposures with a congru-
ency score greater than +20 and those with a score lower than —20
to be ideologically congruent (C) and dissenting (D) respectively.
We discarded data points where the congruency score was between
—20 and +20 as they were considered neutral or weak in inclination.
The scale for the score was continuous with the mean of M = 0 and
SD = 37.32.

6 STUDY 2: RESULTS

We analysed the effects of the congruency between the stimuli’s
ideologies and the participants’ leanings on behavioural, physio-
logical, and interaction measures collected during the study. The
goal was to examine physiological expressions of cognitive biases
that may be experienced when aligning with or distancing one-
self from content items. In the following, we describe our analysis
and findings along with the training of a classifier to detect the
participant-stimulus ideological congruency from interaction and
physiological data on whether participants encountered attitudinal
information.

6.1 Effects of Ideological Congruency

We applied a one-way repeated measures ANOVA on the amount of
time each participant spent with each stimulus. Similar to Study 1,
the independent variable was the congruence of ideological stance
between the participant and the stimulus, which had two levels:
congruent (C) and dissenting (D). Accordingly, we examined the ef-
fects of opinion congruency on dwelling time, self-report measures,
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eye tracking measures, and physiological (electrodermal activity
and hemodynamic responses). Table 5 reports statistical results
of the self-report and behavioural measures. Table 6 reports the
statistical results of the physiological measures.

6.1.1  Behavioural Measures. We found that participants spent sig-
nificantly more time with ideologically dissenting stimuli than with
congruent stimuli (C: 12.35 + 7.46 seconds, D: 12.92 + 7.26 seconds,
F(1,30) = 5.713, 7% = 0.160, p = 0.023)

For eye tracking measures, similar to Study 1, throughout the
period of stimulus exposure, we calculated the number of fixations
and the number of saccades in each of the four directions: up,
down, left, and right. Since the length of each exposure was not
identical, we normalised the measures by dividing each of them
by the stimulus dwelling time. We found no significant effect of
opinion congruency on the normalised eye-tracking measures.

6.1.2  Self-report Measures. We performed a similar analysis on
the self-reported ratings for each stimulus. We examined (Q1) the
ideological congruence between the participant and the stimulus,
(Q2) participants’ likelihood to share the stimulus on their social
media, and (Q3) their cognitive effort spent reading it.

We found that Q1 and Q2 responses from congruent stimuli were
significantly higher than those from dissenting stimuli (Q1: C: 3.90+
0.92,D: 2.29%1.12, F(1,30) = 203.481, 73 = 0.871, p < 0.001; Q2: C:
1.83 +1.03, D: 1.23 + 0.51, ¥ (1, 30) = 51.564, 77?, =0.632,p < 0.001).
This confirms the internal validity of the stimulus materials as the
participants’ general tendency toward a topic (Congruence(p, s))
and their content-specific alignment (Q1) were congruent. Specifi-
cally, we found that Congruence(p, s) and Q1 were strongly corre-
lated (Pearson r = 0.737,p < 0.001). Moreover, participants with
general tendencies in favour of a topic were more willing to share
content that aligned with their views. Q3 responses for congruent
and dissenting stimuli were not significantly different from each
other (Q3: C:2.98 + 1.20, D:2.76 + 1.23, (1, 30) = 3.375, 7% = 0.101,
n.s.).

6.1.3  Physiological Measures. The task design in Study 2 allowed
us to observe physiological changes both during and after stimulus
exposure. Thus, we analysed the collected physiological signals
in three different time windows: a period during the beginning of
stimulus exposure (EXP1: the first 0 to w seconds), a period during
the end of stimulus exposure (EXP2: the final w seconds), and a
period after stimulus exposure (POST: the first 0 to w seconds after
exposure). We analysed the data using three different window sizes
(w): 2.5, 5, and 10 seconds. The choices of window size followed
those commonly used in prior EDA [11, 22] and fNIRS studies [2, 40].
To ensure that our window analysis is valid, we discarded any
exposure that lasted shorter than the defined window size.

Additionally, we corrected the temporal drift in SCL by subtract-
ing the SCL values in the baseline window from the SCL values in
the analysis window. For each stimulus, we used the final 2 seconds
of the resting period (i.e., the ISI) before the participant started
reading it as the baseline window.

We followed the same signal preprocessing pipeline as in Study 1.
We examined 3 X 3 dependent variables. From EDA data, we cal-
culated the mean of SCL and the frequency of SCR. For hemo-
dynamic responses, we obtained the mean overall oxygenation
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levels, A,y;[Hb]. Each of these measures was calculated in the three
time windows: EXP1, EXP2, and POST.

In a similar manner, we ran a repeated measures ANOVA on
each of the dependent variables. We did not detect a significant
effect of opinion congruency on the mean of SCL in any time win-
dow. However, we observed a trend during the first 10 seconds of
stimulus exposure (EXP1 period) that the mean SCL was higher
when presented with dissenting stimuli (C: 0.000436 + 0.143, D:
0.0203 £ 0.188, 7 (1,29) = 4.242, 7% = 0.127, p = 0.0502).

We did not find a significant effect of opinion congruency on
the overall oxygenation levels; yet, we found significant effects on
the overall oxygenation levels of the subgroup of participants who
reported low interest in a topic. We discuss this finding in detail in
the following section.

6.2 Effects of Interest and Familiarity

We examined whether participants’ interest in and familiarity with
a topic influenced their self-report, behavioural, and physiological
expressions. To do so, we considered subgroups of participants with
high/moderate/low interest and familiarity with a topic.

For each topic, we set a threshold of 3 on the interest (1-5) ratings.
We considered those who rated topic interest as 4 or 5 to have high
interest. Participants who rated 3 were regarded as having moderate
interest. Lastly, those who rated 1 or 2 on interest were deemed as
low interest. We also applied the same threshold on the familiarity
(1-5) ratings to form participant groups with high, moderate, and
low familiarity.

There were a total of 1482 observations across 31 participants.
When filtered by topic interest, there were 232 observations across
19 participants in the low-interest group and 900 observations
across 29 participants in the high-interest group. When filtered
by topic familiarity, there were 354 observations across 18 partici-
pants in the low-familiarity group and 522 observations across 25
participants in the high-familiarity group.

We analysed the high-interest and low-interest groups separately
by employing a one-way repeat measures ANOVA on each of the
measures. While we detected some effects of topic interest, we
found no effect from familiarity; thus, we provide the analysis only
for topic interest in the following. Table 5 gives the testing results,
including the sample size for each subgroup.

6.2.1 Dwelling Time. In line with the general results, we found
that participants with a higher interest in a topic spent signifi-
cantly more time with dissenting information (C:11.96 =+ 6.46, D:
13.20 = 7.49, F(1,28) = 13.470, 73 = 0.829,p < 0.001). We also
detected a greater effect size in the high-interest group (compared
to the general group, 1712, = 0.160), which indicated that the effect of
ideological congruency was stronger in participants with high in-
terest. Meanwhile, we found no significant effect when considering
data from low-interest individuals.

6.2.2 Self-report Measures. We obtained consistent results from
both subgroups: they tended to rate both Q1 and Q2 higher for
congruent stimuli. We observed a greater effect size on Q2 in the
high-interest group (high-interest group: r]IZ, = 0.655, general group:
r]f, = 0.632), indicating that individuals were more likely to share
attitude-confirming contents as they were more interested in the
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topic. In addition, we found that participants with low interest
reported significantly higher effort (Q3) when reading congru-
ent statements than dissenting ones (C: 2.98 + 1.20, D:2.76 + 1.23,
F(1,18) = 9.348, 7% = 0.341, p = 0.006).

6.2.3 Physiological Measures. When examining data from low-
interest individuals, we detected significant effects of ideological
congruency on the overall oxygenation levels during the EXP1
period. Our analysis showed that the effects were significant in
window lengths of 2.5 and 5 seconds, where participants tended
to exhibit higher oxygenation levels when facing dissenting in-
formation (2.5-second window: C: —0.18 + 1.08, D: 0.10 + 1.11,
F(1,16) = 5.352, r]f, = 0.250,p = 0.034; 5-second window: C:
~0.16%0.99, D: 0.059+1.07, (1, 16) = 4.607, 13 = 0.223, p = 0.048).
As higher oxygenation levels associate with more neural activation,
our results suggested that ideologically diverging information in-
duced higher neural activity than congruent information. We found
no significant effect when considering high-interest individuals.

6.3 Building a Bias Classifier

To examine our measures as indicators of cognitive biases, we
performed a binary classification on the collected data to detect
and distinguish the exposure to ideologically congruent stimuli
(C) from ideologically dissenting (D) ones. We extracted the input
features of the classifiers from statistical values of the EDA and brain
oxygenation levels. Each of the features was extracted in a 2-second
time window in each observation period (EXP1, EXP2, and POST).
Statistics include the mean, standard deviation, median, kurtosis,
skewness, and slope. We also included eye-tracking features, which
were the counts of fixations and saccades in different directions (up,
down, left, and right). Due to counterbalancing in the study design,
our dataset (4960 samples) was perfectly balanced between the
congruent and dissenting conditions (class ratio C : D = 2480 : 2484).

We trained a model using the following classifiers: linear dis-
criminant analysis (LDA), support vector machine (SVM) with an
RBF kernel, random forest [13], and XGBoost [36]. We evaluated
the models by using the average accuracy across a 5-fold cross-
validation. The average accuracy was calculated from the mean of
the validation accuracy for each fold. For tree-based models, we
performed hyperparameter tuning using a randomised search for
the number of trees and the maximum depth. The optimal parame-
ters were 1600 trees and 30 levels for random forest, and 1500 trees
and 6 levels for XGBoost.

We found that the highest accuracy achieved was 55.27% on aver-
age through the XGBoost algorithm. The result, however, indicated
that our classifier performed barely above the performance of a
ZeroR classifier, i.e., the level of chance (50.04% accuracy for our
dataset). To ensure that the model performance scores were not
obtained by chance, we performed a permutation test [78] on each
of the classification algorithms. We found that all models except
ZeroR achieved a p-value lower than 0.05, indicating that the em-
ployed models can give better predictions than the chance level
with 95% confidence. Table 7 summarises each model’s classification
performance and the p-value of the permutation test.
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7 DISCUSSION

To avoid information overload and effectively categorise the vast in-
formation available online, people often resort to mental shortcuts
to make quick judgments about new information. These shortcuts
can lead to a biased interpretation of that information and hence
form what is called cognitive biases [102]. In the presented studies,
we explored the indicators of cognitive biases in information con-
sumption in two experiments, in which we exposed participants
to ideologically polarising stimuli while collecting self-reports, be-
havioural, and physiological measures. Study 1 showed that some
of our results were inconclusive in terms of physiological mea-
sures due to a lack of time gaps between subsequent stimuli. Hence,
we were unable to isolate the effect of the stimuli on participants’
opinion-related reactions. However, we found that participants
spent more time with ideologically dissenting information but it
was unclear whether this was due to the influence of their biased
perception of the topic or whether some stimuli were more cogni-
tively demanding in the way they were presented than others.

In Study 2, we addressed this limitation by redesigning the study
and collecting not only behavioural (dwelling time and eye tracking)
and physiological measures (EDA and hemodynamic responses)
but also self-reports on topic interest and familiarity as they have
been shown to influence the depth of information processing [63].
We ensured internal validity as participants demonstrated that their
general tendency on a topic and their content-specific alignment
(Q1) were consistent. Secondly, we introduced the use of inter-
stimuli intervals (ISI) in Study 2. This allowed us to observe clearer
physiological responses following stimulus exposure. Thirdly, we
exposed participants to a greater range of opinion statements, thus
increasing the external validity of the study.

In the remainder of this section, we discuss the outcomes of both
studies focusing on the behavioural and physiological expressions
of cognitive biases when viewing different opinions. We first discuss
the effects of ideological congruency on dwelling time found in both
studies. Subsequently, with Study 2 suggesting that topic interest
influences the effects of ideological congruency, we discuss topic
interest as a factor of biases. Lastly, we discuss the implications of
building bias-aware systems, their feasibility, potential impact, as
well as some ethical considerations.

7.1 Behavioural Expressions of Biases

In both studies, we observed that participants tended to spend more
time with dissenting than opinion-confirming information. As in
Study 2, the effects became stronger when considering participants
with high interest in a specific topic. Our results support prior
findings on selective exposure [37, 100]. Meanwhile, the results
draw contrast to some prior works [68, 91], which stated that people
tend to spend more time viewing confirmatory information.
Research on selective exposure has produced mixed results in
terms of behavioural measures. With our studies showing different
results from some of the existing literature, study designs may in-
fluence the behaviour of the participants and thus their behavioural
expression of biases. Our study exposed participants to discrete
pieces of information - i.e., participants read the stimulus contents
one by one. Research by Garrett [37] and Taber and Lodge [100]
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Table 5: Inferential statistics of Study 2’s stimulus dwelling time and self-report measures. N and n denote the number of

included participants and the number of included stimulus exposure, respectively. We denote **,

levels of 0.05, 0.01, and 0.001, respectively.

Kk kkk

, and **** for significance

General
(N =31,n = 1482)

Measure

Sample sizes

Low interest
(N =19,n=232)

High interest
(N =29, n = 900)

D> C*
F(1,30) = 5.713
mp, = 0.160, p = 0.023

Dwelling time

n.s.
F(1,18) = 2.560
my = 0.126, p = 0.0995

D > C***
F(1,28) = 13.470
mp = 0.324,p = 0.001

Ql C>D**** C>D**** C>D****

F(1,30) = 203.481 | F(1,18) = 37.064 F(1,28) = 135.994

my = 0.871,p < 0.001 | 15 =0.673,p < 0.001 | 15 =0.829,p < 0.001
Q2 C>D*~k** C>D~k*~k C>D~k***

F(1,30) = 51.564 F(1,18) = 11.628 F(1,28) = 53.279

My =0.632,p < 0.001 | 75 =0.392,p = 0.003 | 15 = 0.655,p < 0.001
Q3 n.s. C>D*"** n.s.

F(1,30) = 3.375
nj = 0.101, p = 0.076

F(1,18) = 9.348
np = 0.341, p = 0.006

F(1,28) = 3.493
n =0.0792,p = 0.131

Table 6: Inferential statistics of Study 2’s physiological measures. N, n, and w denote the number of included participants, the

count of included stimulus exposure, and the window size, respectively. We denote **,

0.05, 0.01, and 0.001, respectively.

*k kkk

, and **** for significance levels of

Measure ‘ General ‘ Low interest ‘ High interest
SCL n.s. n.s. n.s.
during EXP1 (N = 30,n = 754) (N =18,n=112) (N = 28,n = 448)

(w =10 seconds) | F(1,29) = 4.242

np = 0.127, p = 0.0502

F(1,12) = 0.921

n = 0.0713,p = 0.356

F(1,26) = 0.987
m = 0.0365, p = 0.329

Agyi[Hb]
during EXP1

(w = 2.5 seconds)

n.s.

(N =29,n =1397)
F(1,27) = 1.133

mp, = 0.0402,p = 0.296

D>C**

(N = 17,n = 200)
F(1,16) = 5.352

mp, = 0.250, p = 0.034

n.s.

(N =27,n=814)
F(1,25) = 1.390

mp, = 0.0526,p = 0.249

Agqy[Hb]
during EXP1

(w = 5 seconds)

n.s.

(N =29,n =1228)
F(1,27) = 1.865

mp = 0.0646, p = 0.183

D>C**

(N=17,n = 185)
F(1,16) = 4.607

my = 0.223,p = 0.048

n.s.

(N = 27,n=777)
F(1,25) = 2.605

mp = 0.0943,p = 0.119

Table 7: The Evaluation Scores for Bias Classification.

ZeroR LDA SVM Random Forest XGBoost
Mean Accuracy (SD)  50.04 (0) 50.96 (0.02) 50.20 (0.001)  54.39 (1.94) 55.27 (2.74)
p-value 1.00 0.047 0.047 0.047 0.047
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followed a similar protocol to our studies and produced congru-
ent results with our work. On the other hand, works by Marquart
[68], for example, comprised a different study design where the
participants freely navigated information on the screen while their
dwelling time was tracked through area-specific fixation time.

Regarding reading effort (Q3), we find that individuals tended to
spend more time but reported less effort reading information with
dissenting stimuli. Our results align with the theory of epistemic
monitoring by Richter [86, 87], which states that ideological dis-
senting information disrupts the fluency of information processing.
As a result, individuals economise their cognitive resources by al-
locating them to attitude-consistent information. The theory may
explain our findings that the prolonged reading time for dissent-
ing statements resulted from the participant’s reduced fluency in
comprehending inconsistent information. Subsequently, less read-
ing effort implies that individuals tend to save up their cognitive
resources to process congruent information.

7.2 Physiological Expressions of Biases

We found that topic interest influenced the effects of opinion con-
gruency on physiological responses. When considering individuals
with low interest in a topic, we detected significant effects on the
brain oxygenation levels during the start of the stimulus expo-
sure. Our findings indicate that individuals tended to exhibit higher
neural activation levels when processing ideologically dissenting
information. This result is in line with prior research on cognitive
dissonance [12, 49, 110], suggesting higher neural activation when
facing attitude-challenging information.

Our results add to the existing literature on psychophysiology.
To the best of our knowledge, this is the first study to obtain these
findings using fNIRS sensors in the context of information expo-
sure. While the physiological research on information consumption
has been limited, it will be interesting to devise future studies that
observe the interactions between individuals’ involvement with a
topic and their ideological tendency through more objective mea-
sures like physiological data.

In addition, we detected a trend that the skin conductance lev-
els (SCL) were higher in dissenting stimuli. However, the result
remained statistically inconclusive. Our results drew parallels to a
study by Ploger et al. [82] which investigated cognitive dissonance
through video media consumption. Similarly, albeit not statistically
significant, Ploger et al. found that SCL tended to be higher when
facing attitude-challenging information. We argue that our attitude-
dissenting stimuli may induce dissonance arousal [111] - i.e., the
physiological by-product of cognitive dissonance. Nonetheless, fu-
ture research may focus on the potential of EDA in detecting the
psycho-physiological effects of ideologically polarising informa-
tion.

7.3 Topic Interest as a Factor of Bias

By varying the analysis on subgroups of high and low-interest in-
dividuals, we found that topic interest impacted the occurrence of
cognitive biases. In sum, higher topic interest strengthened the ef-
fects of ideological congruency on dwelling time and the likelihood
of sharing the stimulus content. Lower topic interest, on the other
hand, positively influenced the effects of ideological congruency
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on the reading effort (Q3) and the physiological measures (skin
conductance levels and brain oxygenation levels).

Our finding is in line with prior research on selective expo-
sure [29, 53, 90, 95], which states that topic interest is one of the
influencing factors for the selective exposure effect. Our result is
also supported by the two-step model of processing conflicting
information by Richter [86, 87]. The theory states that people tend
to use the perceived plausibility of the information as a heuristic:
they tend to save up their cognitive resources on attitude-consistent
information and process the information based on their beliefs. On
the other hand, individuals with relevant background knowledge
tend to process it in an informed and balanced way.

Interestingly, we did not find significant effects of topic familiar-
ity on the occurrence of biases. Instead, we detected such effects
from topic interest. Since we did not explicitly assess prior knowl-
edge, future studies should consider the effects of topic knowledge
and familiarity on bias occurrence.

7.4 Towards Bias-Aware Systems

The studies presented are a first step to building bias-aware sys-
tems, i.e., computing systems that detect and take into account the
presence of cognitive biases in users [24]. The notion of bias-aware
systems parallels cognition-aware systems coined by Bulling and
Zander [15] as they pick up and adjust to cognitive states but with
a focus on biases and predispositions. Our results feed into system
frameworks, such as Nussbaumer et al. [77], which collect user-
system interaction data, learn to detect cognitive biases from such
data, and help users reduce their biases by providing feedback from
bias detection.

With multimodal data collected in our study, we employed a
range of machine learning algorithms on the collected data to clas-
sify exposures that involved congruent information from those
with dissenting information. As our models barely outperformed
chance, the challenge remains to build a bias-aware system based
on a well-performing classifier.

Our studies, however, show some promising results in connect-
ing physiological and interaction data with users’ innate opinions
and attitudes. For the field of human-computer interaction, iden-
tifying these markers and designing experiments around eliciting
and measuring cognitive biases is the first step towards researching
and building bias-aware systems. In the context of recent societal
impacts of computing systems, we envision more research in and
broader use of measuring tools for the presence and effects of user
biases in the evaluation of computing systems. To this end, we also
release our study materials, including content and data collection
apparatus as supplementary materials.

Being able to quantify the occurrence and the effect of cognitive
biases will allow researchers to closely study the influence that
user interfaces and algorithms have on opinion formation. Systems
capable of identifying biases will subsequently enable work to
address and mitigate their effects. Hence, interventions can be
designed and tested to help users overcome cognitive fallacies as a
result of their biases and encourage them to engage more critically
with computing systems and information. In the current climate
of misinformation, sensing users’ attitudes and reactions towards
potentially biased information can help design better information
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diets that help users break out of their filter bubbles, leave their
silos of selected exposure and engage on a broader spectrum of
ideas and opinions. Critical thinking and informed decision-making
are critical for a healthy and diverse public discourse and have the
potential to curtail the misinformation pandemic [60].

Finally, we would like to acknowledge the potential ethical im-
plications of systems that sense biases, attitudes, and opinions.
What can be used to identify and mitigate biases might as well be
abused to reaffirm and steer people’s beliefs, spread propaganda,
and influence decision-making. The case of Cambridge Analytica
has prominently demonstrated how people’s attitudes can be de-
rived from interaction data on social media platforms and used
to influence opinion making [17]. Our research contributes to the
systematic study of biases in the hopes that future work focuses on
the demystification of how biases occur and what exacerbates or
mitigates them.

8 LIMITATIONS

Despite Study 2 having addressed the main limitations of Study 1,
there are a number of limitations we would like to discuss with
regard to our study design and the interpretation of our findings.

First of all, our study design did not impose time constraints
on each stimulus. Participants were free to spend as much time as
they wanted with the stimulus until they clicked the next button.
While this protocol allowed users to fully comprehend the stimuli
materials, it introduced a number of limitations to the data analysis.
The varying stimulus exposure time made it difficult to anticipate
the temporal location of physiological reactions (i.e., the rise of
oxygenation and skin conductance levels) regarding the stimuli. In
addition, it was unclear how the reading motives of each partic-
ipant affected their decision to end the stimulus exposure. Some
participants may have tried to fully comprehend the material before
clicking next, while others may have clicked next once they felt it
unnecessary to further read the statement. We, however, took this
into account by discarding data samples that lasted shorter than the
analysis window size to mitigate the effects of shortened exposure.

Second, we were unable to assess the degree or strength of each
stimulus’s ideological tendency. As the primary source of our study
stimuli, ProCon.org provides a collection of supporting and refuting
information, which consists of opinions on different spectrums of
attitude strength. In addition, our participants may perceive each
stimulus individually, and therefore differently. During our post-
study interviews, some participants reported they found some state-
ments were not aligned with any particular ideological standpoint.
The use of topic interest and familiarity as a subjective measure,
however, helped us refine our analysis and isolate those cases where
stronger tendencies may have been present.

The make-up of our study participants was also rather imbal-
anced in terms of ideologies. We found that most participants iden-
tified themselves as progressive, left-leaning, i.e., they mostly posi-
tioned themselves with the pro stances: they believed in man-made
climate change and supported same-sex marriage. Since most par-
ticipants were recruited from the university community, it was diffi-
cult for us to find people from conservative or right-leaning groups.
While we tried to ensure that participants were exposed to an even
number of congruent and dissenting stimuli, further studies with
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people with strong convictions and rather conservative and right-
leaning attitudes are needed. For example, Knobloch-Westerwick
et al. [55] found a greater leaning toward the US Republican party
increased confirmation bias hinting that ideological alignment may
have an effect on the creation and experience of biases.

In terms of physiological sensors, we used the Empatica E4 wrist-
band to measure EDA. While the device is compact and unobtrusive,
recent research has expressed concerns that E4-generated EDA sig-
nals are prone to motion artefacts and measurement noise and may
not be as reliable as laboratory-grade devices [4, 10, 73]. Moreover,
we only collected the hemodynamic responses using fNIRS from
the forehead region. Although the placement of the sensor pad
allowed unobtrusive data collection, it limited our observations to
neural activities beyond the forehead area that is not covered by
hair. Future works may investigate the hemodynamic activity from
full-head fNIRS.

We used self-report ratings as pre-study questions to gauge par-
ticipants’ ideological inclination on, interest in, and familiarity with
each topic, as well as in-study surveys to improve the internal valid-
ity of our study. While self-reports are convenient tools to collect
information, they can be confounded by a range of factors, notably,
memory, self-presentation [96] and preference falsification [59].
Moreover, written questions are susceptible to misinterpretation.
For instance, some participants reported that they understood the
question “How much effort did you put in reading this statement”
(Q3) as the amount of cognitive resources spent on reading the state-
ment, while some reported that they replied to Q3 by providing the
degree of how well they understood the statement.

Moreover, we only used single-item questions to represent each
of the self-report measures. This limits the external validity of our
study since we did not use standardised, established subjective mea-
sures. For example, we did not examine the reading effort (Q3) using
a well-established NASA-TLX questionnaire out of concern for par-
ticipants’ time and fatigue levels. Moreover, we did not assess the
participant’s general ideological alignment using, for instance, the
Wilson-Patterson conservatism scales or performing an implicit as-
sociation test [24]. Such tools may allow future research to uncover
a more nuanced relationship between the strength of ideological
conviction and individuals’ experience of biases.

9 CONCLUSION

Biases as cognitive shortcuts help people cope with the vast amounts
of online information but can also trap us in one-sided exposure
and filter bubbles that reaffirm our existing beliefs. To study the
occurrence and effects of biases on information consumption be-
haviour and decision-making, we set out to explore indicators for
the occurrence of biases in physiological and interaction data. In
this paper, we presented two experiments, in which we exposed
users to opinionated statements on polarising topics while collect-
ing physiological, behavioural, and interaction data. Our stimuli
samples stated opinions that were either congruent or dissenting
with participants’ attitudes. We found that participants tended to
generally spend more time processing statements that were incon-
gruent with their own opinion. We further observed higher neural
activity as indicated by certain brain regions’ blood oxygenation
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levels when participants were facing ideologically dissenting atti-
tudes while having expressed relatively low interest in that topic.
Our results demonstrate the existence of behavioural and physiolog-
ical differences in the expression of congruency between people’s
innate opinions and ideologically tainted information, a first step
towards building classifiers to detect cognitive biases.

Our study design and findings pave the way for future research
in understanding the occurrence of cognitive biases with the goal
of detecting them and quantifying their effects. The ability to equip
systems with bias-awareness allows HCI researchers to study the
role that design, algorithms, and content elements play in mitigating
or exacerbating user biases.
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4.3 Individual Contributions Towards Article 1II

I acknowledge that, for the first study, Xiuge Chen recruited participants, conducted the study, and collected
the data. I performed a post-hoc analysis of the collected data from the first study, which informed the design
of the second study. For the second study, I revised the study design accordingly, recruited participants,
collected data, and performed data analysis.

4.4 Chapter Reflection

Cognitive biases happen in human-computer interaction without the user’s awareness. Therefore, it is a chal-
lenge to detect their occurrences, capture their effects on the interaction, and precisely mitigate the undesired
ramifications. In this chapter, addressing (RQ 2), we discuss tools and methods to quantify the occurrences
of cognitive biases. We operationalise the scenario of information consumption when individuals likely en-
counter content expressing opinions on a polarising topic, such as abortion rights or same-sex marriage.
Therefore, users may rely on the ideological alignment between their beliefs and the stance of the content as
their heuristics. As a result, cognitive biases surface when they interact with polarising content.

We set up two user studies (Study 1 and 2) that exposed users to different polarising statements that were
either congruent or dissenting from their existing beliefs. During such exposure, we captured behavioural
(dwelling time, fixation, and saccade) and physiological (skin conductance level and hemodynamic activity)
expressions. Study 1 suggests inconclusive findings because its study design consists of major confounds, such
as the continuous presentation of stimulus materials, the influence of cognitive demands on the dwelling time,
or image stimuli which are context-specific. Therefore, we revised the study design and deployed Study 2,
similar to Study 1, with three significant improvements: we placed an inter-stimuli interval of 15 seconds to
allow sufficient delays for physiological expressions; we employed only text stimuli and increased the number
of stimulus exposures (from 32 to 64 stimuli); and we collected the users’ topic interest, topic familiarity, and
three in-study question responses (Q1: participant-stimulus ideological congruence, Q2: likelihood to share
the stimulus on one’s social media, and Q3: effort spent reading the stimulus) to support the internal validity
of the study.

The findings from Study 2 are three-fold. First of all, we found that participants tended to spend more
time but reported less reading effort (Q3) reading ideologically dissenting opinions than congruent ones.
Secondly (and thirdly), we found significant effects of ideological congruence on hemodynamic activity in
individuals who exhibited lower topic interest. We observed a non-significant trend in the skin conductance
levels. Our results are supported by Richter’s two-step model of processing conflicting information [138, 139],
suggesting individuals economise mental effort on information that confirms their beliefs while offloading
their information processing when encountering ideological dissenting information. Richter’s model also
explains our findings that individuals choose to offload information processing when they have low interest
in the topic, thus resulting in significant effects of ideological congruence on the hemodynamic activity.

To conclude this chapter, we show that physiological measurements offer a reliable means to detect the
occurrences of cognitive biases in HCI. We cross-validated our findings between self-report measures, user
behaviours, and physiological expressions. Our results also point out that user-related factors like topic in-
terest can influence the effects of cognitive biases. It suggests that while cognitive biases are observable, their
manifestation is not single-dimensional. In other words, there are a plethora of external factors that influence
the effects of cognitive biases. We discuss one major group of such influencing factors — the so-called bias
susceptibility — in the subsequent chapter.
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Understanding Bias Susceptibility

5.1 Introduction

Although cognitive biases influence how humans process and perceive information, they do not manifest
in every individual, context, and scenario. In the previous chapter, we found that the effects of ideological
congruency only occurred in individuals who exhibited low topic interest. This finding can be explained by re-
search in psychology. For example, Richter’s two-step model of validation [138, 139] suggests that individuals
tend to rely on heuristics when processing information; however, if they have relevant background knowl-
edge about the topic, they are more likely to process the information in a more objective manner. Similarly,
the elaboration likelihood model of persuasion [20] and the dual-process theory [87] suggest that individuals
may shift to analytical thinking when they have enough ability to engage with the information. Implied by
our findings and theories in psychology, cognitive biases manifest conditionally depending on the human
and the environment around them. In the context of human-computer interaction, the effects of cognitive bi-
ases are subject to the user’s cognitive bias susceptibility, i.e., factors pertaining to user and system-interaction
context.

Prior research showed that the same factors influencing the effects of cognitive biases also confound the
effectiveness of interventions to mitigate cognitive biases. In psychology, Lilienfeld et al. [111] suggested
that individual differences in working memory and intelligence could influence an individual’s receptibil-
ity to debiasing interventions. In the same vein, HCI scholars commented that there is no one-size-fits-all
intervention because a user’s reaction to interventions is affected by various individual and contextual fac-
tors [1, 21, 61, 143]. Aghajari et al. [1] suggested that different individuals have different mental models of
interacting with information, and, therefore, factors that drive their cognitive biases are different. Limited
research has explored how factors related to the user and interaction context influence the effects of cog-
nitive biases. Especially, our understanding of what amplifies or hinders the effects of cognitive biases in
human-computer interaction is insufficient. In other words, it is unclear what factors influence the users’
susceptibility to exhibit cognitive biases when interacting with computing systems.

In this chapter, we present a user study investigating the influence of individual and contextual factors
on the effects of confirmation bias when individuals seek, interpret, and recall information on a news feed.
Primarily, we operationalise confirmation bias as it is one of the most prominent forms of cognitive biases [43,
128]. Confirmation bias refers to the tendency to seek, interpret, and recall predominantly information that
confirms one’s beliefs [124, 192]. We assessed three relevant scenarios of information consumption where
confirmation bias manifests: information seeking, interpretation, and recall [183]. In this study, we exposed
participants to a news feed of tweets containing opinions on a polarising topic. The setting is similar to
the studies in the previous chapter: each tweet expressed an opinion that either supported or opposed one
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ideology. Therefore, we assumed that the tweets would trigger individuals to rely on the alignment between
the tweet’s ideological stance and their existing beliefs as a heuristic, subsequently triggering confirmation
bias. We measured the effects of confirmation bias on the intention for information-seeking, the recall ability,
and the subjective perception of the information through three information-consumption tasks: ranking the
headline titles according to their preferences, recalling the details of the tweets presented in a news feed, and
rating their perception of each individual tweet. To assess the influence of factors on individuals’ susceptibility
to exhibit confirmation bias, we gauged the predictors from individual measures (the tendency for effortful
thinking, need for cognition, bullshit receptibility, and the tendency for political conservative beliefs) and
contextual measures (topic interest and the perceived issue strength of each tweet).

The results showed that the tendency for effortful thinking, strong political liberal beliefs, and strong
perceived issue strength of the content amplified the effects of confirmation bias. Moreover, the modality
of the task also influenced the effects of confirmation bias, as the influence of bias susceptibility predictors
varied across different tasks. For example, while we found that the tweet’s perceived issue strength and the
individual’s effortful thinking tendency influenced confirmation bias in information-seeking intention, these
factors did not influence confirmation bias in information recall. In sum, we provide empirical contributions
to HCI: we suggest that individual and interaction contexts can both influence how cognitive biases manifest
when users interact with computing systems and, therefore, the user’s bias susceptibility.

Informed by our findings, we discuss practical and ethical implications for designers of social media plat-
forms to consider the user’s bias susceptibility when designing and employing interventions to mitigate un-
desired effects of cognitive biases. We incorporate the notion of context-awareness into intervention designs.
Interventions can shift away from one-size-fits-all approaches to personalised, context-aware interventions
that consider individual and contextual differences in the interaction. For example, platforms could employ
linguistic models to detect the strong stance and sentiment of the content and adjust it towards a more nu-
anced perspective to help safeguard users from falling victim to confirmation bias. Moreover, platforms could
consider individual differences in thinking styles and political belief tendencies, identify users’ bias suscep-
tibility, and employ prevention interventions, like psychological inoculation or media literacy education, to
train and fortify them against manipulation. Nonetheless, we call for intervention designers to consider eth-
ical consequences arising from the use of bias susceptibility to inform interventions, as it can be viewed as
a form of benevolent paternalism (i.e., limiting the user’s agency in the best interest of the people). The
same bias susceptibility factors can be abused as social engineering applications to manipulate individuals’
decision-making without their awareness.

We describe the design and analysis of this study in more detail and discuss its implications in the attached
publication, Article IIL

5.2 Article III

This article was presented at the CHI Conference on Human Factors in Computing (CHI 2025). Copyright is
held by the authors. Publication rights licensed to ACM. This is the authors’ version of the work. It is posted
here for your personal use. Not for redistribution. The definitive version of record was published in:

Nattapat Boonprakong, Saumya Pareek, Benjamin Tag, Jorge Goncalves, and Tilman Dingler. 2025. Assessing
Susceptibility Factors of Confirmation Bias in News Feed Reading. In CHI Conference on Human Factors in
Computing Systems (CHI ’25), April 26-May 01, 2025, Yokohama, Japan. ACM, New York, NY, USA, 19 pages.
https://doi.org/10.1145/3706598.3713873

Ethics Application ID: 1956072.1, the University of Melbourne Human Research Ethics Committee.
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Figure 1: We investigated the human factors influencing susceptibility to confirmation bias in news feed reading and identified
the individual’s thinking styles, the strength of political beliefs, and the content’s perceived issue strength as key contributors.
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Individuals tend to apply preferences and beliefs as heuristics to
effectively sift through the sheer amount of information available
online. Such tendencies, however, often result in cognitive biases,
which can skew judgment and open doors for manipulation. In this
work, we investigate how individual and contextual factors lead to
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instances of confirmation bias when seeking, evaluating, and recall-
ing polarising information. We conducted a lab study, in which we
exposed participants to opinions on controversial issues through a
Twitter-like news feed. We found that low-effortful thinking, strong
political beliefs, and content conveying a strong issue amplify the
occurrences of confirmation bias, leading to skewed information
processing and recall. We discuss how the adverse effects of con-
firmation bias can be mitigated by taking bias-susceptibility into
account. Specifically, social media platforms could aim to reduce
strong expressions and integrate media literacy-building mecha-
nisms, as low-effortful thinking styles and strong political beliefs
render individuals especially susceptible to cognitive biases.
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1 Introduction

Given the sheer amount of information available online, individuals
apply cognitive biases as their “rule of thumb” to effectively skim
through this information [5]. However, cognitive biases often skew
our judgment and prompt us to give up analytical thinking [105].
These biases, therefore, can be harmful as they open doors for ma-
nipulation. Misinformation and conspiracy theories, for example,
tend to trigger our cognitive biases to create more engagement
about controversial, divisive issues that touch on people’s preexist-
ing beliefs (e.g., politics and human rights) [18, 35]. Social engineer-
ing attacks also try to tap into individuals’ cognitive biases to steer
their behaviours [14]. In the Cambridge Analytica scandal [10],
for example, people’s personal tendencies on social media were
(mis-)used to target their cognitive vulnerabilities and subsequently
sway their opinion-making all without their awareness.

When consuming online information, individuals often rely
on their existing preferences and beliefs as cognitive strategies
- shaped by their previous experience of the world [56, 141] - to
effectively process information presented to them. However, this
often results in cognitive biases, which prompt individuals to see
only what they want to see without carefully inspecting the content
piece [6, 117]: for instance, confirmation bias increases people’s ten-
dency to predominantly seek, interpret, and recall information that
aligns with their beliefs [96]; and cognitive dissonance leads to the
avoidance of information deemed incongruent to one’s beliefs [42].
These biases and tendencies can be triggered by the information
content that conveys an ideologically polarising issue and, more
importantly, can be amplified by algorithmic information curation,
which tends to optimise and cater predominantly to the users’ pref-
erences and beliefs, even when these may be misinformed [7, 59, 80].

A variety of approaches has been proposed to mitigate cognitive
biases using behavioural interventions, such as nudging [17] or
boosting [93]. However, research has suggested that they are not
always effective [12, 114]. Specifically, there is no one-size-fits-all
solution for debiasing because a person’s reaction to debiasing
approaches is affected by a variety of individual and contextual fac-
tors [2, 49, 89, 110]. Moreover, research has highlighted individual
factors that dictate why some individuals might be particularly
susceptible to exhibiting cognitive biases while others are more
resistant. Research in psychology has suggested that individual
differences influence how people perform reasoning [127] and how
receptive they are to cognitive bias interventions [40, 89]. In the
realm of misinformation, studies [33, 104, 134] have shown that
individual differences in effortful thinking styles, assessed by the
Cognitive Reflection Test (CRT) [44], can predict an individual’s
susceptibility to misinformation. At the same time, people may
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react to information stimuli differently, depending on the context
and situation of the interaction. Furthermore, there are contextual
factors, which describe the relationship between the user and the
triggers of cognitive biases. For example, an individual’s interest
and involvement in the topic have been shown to influence how
they interact with information [86, 87] and, more importantly, the
extent to which they are susceptible to cognitive biases [11, 146].
Moreover, several studies have suggested that attitude strength and
attention are essential in activating cognitive biases [1, 109].

By studying susceptibility factors for cognitive biases, we can
pave the way for designing more effective bias mitigation tech-
niques that adapt to individuals and interaction contexts. Yet, lim-
ited studies have investigated how these factors come into play
in human-computer interaction. In this research, we tackle the
question — “How do individual and contextual factors influence the
occurrences of cognitive biases ?” We assess the interplay of indi-
vidual and contextual factors that influence the manifestation of
cognitive biases and the degree to which how people are susceptible
to them when interacting with computing systems. To closer study
this, we operationalise confirmation bias, which presents a tendency
of people to rely on their attitudes and ideological beliefs when
seeking, interpreting, and recalling information [96, 99, 144]. Con-
firmation bias is one of the most prominent forms of cognitive bias
and is highly prevalent in information consumption [5, 61, 146]. We
conducted a user study that exposed participants to information on
controversial, divisive issues. We asked them to rank headlines ac-
cording to reading preference, read and recall a news feed, and eval-
uate the reliability of individual tweet-like information. Through
regression analyses, we examined the interaction effects between
confirmation bias, i.e., reliance on prior beliefs when evaluating
information, and bias susceptibility factors. Specifically, we inves-
tigated which and how individual and contextual factors might
amplify the effects of confirmation bias in three information con-
sumption scenarios: information-seeking intention, information
recall, and information interpretation.

We found that the tendency for effortful thinking, strong politi-
cal beliefs, and strong issue strength of the content (perceived by
the study participants) amplified the effects of confirmation bias
(Figure 1). Specifically, ideologically polarised information tended
to stand out more in people’s memories, especially when it con-
firms their ideological beliefs. Individuals holding strong political
beliefs tended to let their information consumption behaviours be
guided by their attitudes. In addition, we found that the design and
modality of the task influenced the occurrence of confirmation bias.
In summary, this work makes the following contributions:

(1) We present an empirical investigation into individual and
contextual factors that make users susceptible to falling for
their confirmation bias during information consumption.

(2) We provide a discussion of how interventions can be de-
signed to effectively mitigate the effects of confirmation bias
by taking into account the bias susceptibility factors based
on the characteristics of the users, the content, and the inter-
action between them. We also discuss ethical and practical
implications for media platforms when incorporating bias
susceptibility into intervention designs.
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2 Related Work

Our work is grounded in research on behavioural psychology in the
context of recent discussions in Human-Computer Interaction (HCI)
regarding the interplay of cognitive biases, computing systems, and
their users.

2.1 Cognitive Bias

In the 1950s, psychologist Herbert Simon proposed the concept of
bounded rationality — human rationality is inherently limited [121].
Given the complexity of the world and information present to them,
humans apply mental shortcuts or heuristics to make faster but less
deliberate decisions. Amos Tversky and Daniel Kahneman later
extended Simon’s concept of bounded rationality into the notion
of cognitive bias [141], where they laid out how mental shortcuts
systematically skew humans behaviours from the norm of rational
judgment without their awareness. Psychologists and behavioural
scientists have documented different forms of cognitive biases. For
example, anchoring bias presents a tendency where people rely
on the first piece of information they see [141], or availability bias
makes individuals rely on information that is mostly available to
them [140].

Subsequent research in psychology has augmented the original
definition of cognitive biases as features of the human mind to cope
with the complexity of the world. The prominent psychologist Gerd
Gigerenzer viewed that humans apply heuristics as cognitive strate-
gies to effectively make fast decisions [48]. Lieder et al. [88] argued
that cognitive biases are mechanisms that humans use to make
optimal decisions under their limited cognitive resources. From
the lens of evolution psychology, Haselton et al. [55, 56] suggested
cognitive biases are inherent mechanisms humans employ as part
of their survival and natural adaptation. More importantly, individ-
uals form heuristics or their “rules of thumb” based on the beliefs
and preferences they learned from past experiences of the world.

In the realm of online information consumption, users gener-
ally have cognitive biases as their inherent, unconscious cognitive
strategies for effectively skimming through the sheer volume of
information on their news feed and stopping at the news piece
of their interest. Different forms of cognitive biases, therefore, af-
fect how humans perceive and evaluate information. For example,
confirmation bias [96] and cognitive dissonance [42] prompt indi-
viduals to favour information that aligns with their beliefs and avoid
what is deemed incompatible. Others, like the continued influence
effect [83], make individuals stick to false information although
it has been retracted, while negativity bias [75] triggers stronger
attentional and emotional responses to information with a negative
affect. These cognitive biases become problematic as they enhance
the ability of misinformation to deceive people, be disseminated,
and persist in memory [6, 18, 117].

Recent discussions in HCI [12, 91] have brought attention to
the role of algorithms and recommendation systems in amplifying
cognitive biases in users. Different forms of cognitive bias prompt
users to seek and expose themselves to information favouring their
beliefs. At the same time, recommendation systems optimise on
and cater predominantly to the users’ preferences and beliefs [9],
resulting in amplifying their existing cognitive biases [7, 59, 80].
Without proper intervention, cognitive biases and recommender
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algorithms together form a self-reinforcing loop, hinder users’ abil-
ity to make an informed decision, and make them vulnerable to
manipulation [3].

A growing body of work has explored how the adverse effects
of cognitive biases could be mitigated [12, 110]. Prior research has
investigated various debiasing techniques, such as nudging [17,
118, 137] (tapping into people’s cognitive biases to shift them to-
wards a desirable behaviour outcome), boosting [93, 111] (nurturing
people’s metacognitive skills), or decision-support systems [147]
(guiding users to make informed, optimal decisions). However, ef-
fectively mitigating cognitive biases is challenging, mainly because
some individuals are more susceptible to cognitive biases than oth-
ers [47, 91, 110]. In other words, no one-size-fits-all solution exists:
different individuals possess different mental models of interacting
with information [2, 49], and, therefore, factors that drive their
cognitive biases could be different. Limited research has explored
how user- and context-related characteristics come into play with
regard to cognitive biases in the context of social media. We review
these factors in the following sections, focusing on confirmation
bias.

2.2 Confirmation Bias

Confirmation bias presents a tendency to seek, interpret, and recall
evidence in a way that they are partial to beliefs, preferences, or
hypothesis in hand [96, 99, 148]. It is a long-established phenom-
enon in psychology [74] and one of the most prominent forms
of cognitive biases [38, 98]. In his seminal work, Nickerson [96]
demonstrated that confirmation bias occurs largely in humans’ ev-
eryday decision-making without their awareness, for example, the
tendency for people to make a hypothesis about number patterns
(i.e., number mysticism [148]), the tendency for doctors to find
evidence to support their medical diagnosis, or the tendency for
jurors to interpret ambiguous evidence pieces in favour of their
pre-existing beliefs.

Notably, confirmation bias overlaps with related phenomena in
psychology like motivated reasoning [73, 133]. While both emerge
from individuals’ reliance on the ideological congruence between
their beliefs and the information, each pursues a different scope.
Confirmation bias is primarily an unconscious cognitive mecha-
nism that reinforces one’s existing beliefs. Meanwhile, motivated
reasoning refers to a goal-driven tendency (e.g., to defend one’s
ideology or values [30]) to favour evidence that confirms one’s be-
liefs while rejecting information deemed unfit. The latter is broader
in scope as motivated reasoning can also be deliberately driven
by goals and emotions in the reasoning process, as well as sub-
consciously influenced by confirmation bias [54, 68]. While these
phenomena pursue different mechanisms, they both influence how
individuals seek, perceive, and recall information. In the realm of
information consumption, confirmation bias and motivated reason-
ing have been attributed to political polarisation [68, 133] and the
spread of misinformation [21], as well as giving rise to selective
exposure [46] (known as individuals’ tendency to expose themselves
to predominantly information that confirms their beliefs [43]).

In this paper, we investigate factors that influence how people
are susceptible to cognitive biases through the lenses of confirma-
tion bias. In conjunction, we operationalise (1) confirmation bias
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in the context of information consumption as when users rely on
the congruence between their beliefs and the ideological stance
of the content present to them on a news feed, and (2) user- and
interaction-context-related characteristics that influence how cog-
nitive biases manifest.

2.3 The Occurrences of Confirmation Bias in
Information Consumption

Confirmation bias exists in many stages of information consump-
tion: it prompts individuals to rely on their attitudes and beliefs,
affecting how they seek, perceive, and remember information they
encounter. The effects of confirmation bias, therefore, distort indi-
viduals’ psychological expression (e.g., perception [144], cognitive
load [119], and recall [45]), behavioural expression (e.g., clicks [134]
and attention [131]), or physiological expression (e.g., peripheral
and brain signals [11]). Following Vedejova and Cavojova [144], in
this work, we operationalise three scenarios where confirmation
bias can manifest: information-seeking intention, interpretation,
and memory recall. Next, we briefly review related works that
have investigated the effects of confirmation bias in each of the
information scenarios.

2.3.1 Information Seeking. Research has studied confirmation bias
in information seeking from the lenses of selective exposure [20,
43, 74]. Recent research in HCI has studied the same phenomenon
in the online context as users tend to exhibit information selec-
tion behaviours in favour of belief-congruent information [86, 106,
112, 134]. For example, Liao and Fu [86] and Pothirattanachaikul
et al. [106] showed that people clicked to read more predomi-
nantly content items that confirmed their beliefs. On the other
hand, Tanaka et al. [134] found that users tended to avoid clicking
on fact-checking messages that contradict their pre-existing beliefs.

2.3.2  Information Interpretation. Confirmation bias prompts in-
dividuals to evaluate congruent information differently from dis-
senting information. In psychology, Kobayashi [76] found that in-
dividuals tended to put more scrutiny on information against their
beliefs. Research in HCI has also studied how users are influenced
by their beliefs as a heuristic when evaluating information. van
Strien et al. [143] conducted an eye-tracking study and found that
individuals’ strong attitudes can skew how they evaluate the cred-
itability of information on the web. Allen et al. [4] showed that
Twitter Birdwatch users preferably challenge fact-checking con-
tent from those with whom they disagree politically. In another
example, Wischnewski et al. [149] found that individuals tended
to perceive Twitter profiles deemed incongruent to their beliefs as
bot accounts.

2.3.3 Information Recall. Based on the schema theory, schemas,
known as the knowledge structure, is built over time from expe-
riences and memories. A memory schema causes different pieces
of information to be remembered differently, thus, resulting in the
application of confirmation bias [31, 126]. A seminal study [92]
reporting on a car crash experiment suggested that the memory
of an event can be distorted by the perception of the details dur-
ing the actual event. A small number of studies, however, have
investigated how confirmation bias affects the recall of informa-
tion and produced mixed results. Some studies have suggested that
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individuals better recall information that supports their attitudes
or beliefs [45, 50, 66, 95]. For example, Frost et al. [45] conducted
a study where participants were asked to recognise social media
posts. They found that the recognition memory for information
congruent with their viewpoints was better than that for dissenting
information. Meanwhile, some works have found opposite results.
For example, in their first study, Lescarret et al. [81] reported that
middle school students tended to recall better attitude-inconsistent
information, while there was no such effect in university students.
Other research suggested no difference in the recall ability for infor-
mation supporting or opposing one’s prior attitudes [62, 130, 144].

2.4 Influencing Factors for the Occurrence of
Cognitive Biases

2.4.1 Individual Factors. Research has pointed out several factors
governing individuals’ tendency to fall victim to cognitive biases.
One of the most prominent indicators is the individual difference
in effortful thinking styles. Cognitive biases are byproducts of us-
ing our intuitive, fast System 1 thinking instead of the deliberate
but slower System 2 thinking [39, 69]. Research has shown that
individual differences in effortful thinking styles correlate with the
occurrences of cognitive biases [128, 136, 145] and the discernment
of misinformation [8, 85, 104]. Some of the effortful thinking in-
dicators include the Cognitive Reflection Test (CRT) [44], which
measures one’s tendencies to use intuitive thinking over deliber-
ative thinking, the Need for Cognition Scale (NFC) [15], which
gauges the tendency to engage in effortful cognitive activities, and
the Bullshit Receptivity Scale (BRS) [102], which reflects the ability
to detect bullshit or statements with profound meaning. Recent re-
search in HCI has increasingly used these techniques to investigate
the relationship between such factors and how people interact with
information online [70, 134].

Moreover, political attitudes also affect individuals’ receptivity
to cognitive bias interventions. Research in psychology has shown
that individual differences in political ideology influence how they
process information [36, 120]. In addition, studies have shown that
people who leaned towards conservative beliefs were more likely
to exhibit less reflective thinking [25] and be more resistant to
misinformation correction than individuals on the liberal end of
the political spectrum [34, 35, 51]. Yet, recent research has argued
that this tendency did not hold exclusively for political conserva-
tives, as inclinations for liberal beliefs [37] or any of the political
extremes [142] render people susceptible to conspiracy thinking.

2.4.2  Contextual Factors. The occurrences of cognitive biases also
depend on the contextual relationship between the user and the
information. In one direction, an individual’s interest or involve-
ment with the information describes such relationships. This has
been highlighted as a moderating or amplifying factor for cogni-
tive biases in prior HCI studies [11, 86, 87, 146]. In behavioural
psychology, Richter et al. [108, 109] proposed the Two-Step Model
of Validation, which explains that individuals with relevant back-
ground knowledge tended to process conflicting information more
elaboratively. In other words, they may bypass the use of cognitive
biases towards a more balanced way of information processing.
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The information’s ability to amplify or trigger cognitive biases
explains the other end of this contextual relationship as well. Re-
search has pointed out its ability - e.g., strong language and slant
- to trigger people’s negative emotional responses [94] and atten-
tion [1, 115], thus, making them susceptible to believing and shar-
ing false information. Recent works in HCI have also highlighted
linguistic and sentimental features that prompt strong emotional re-
sponses and potentially trigger people’s mental shortcuts [123, 151].

2.5 Our Contributions

People adopt cognitive biases to effectively sift through a large
amount of information presented to them when they roam through
online platforms. This comes at a cost; cognitive biases prompt their
irrationality and make them vulnerable to manipulation. While it is
important to mitigate the adverse effects of cognitive biases, recent
research in HCI has suggested that bias mitigation is challenging
because cognitive biases manifest differently according to various
innate user characteristics and contexts of the interaction between
users, information, and systems. Our work contributes to HCI re-
search as we investigate the influence of individual and contextual
factors on cognitive bias susceptibility. We consider three relevant
scenarios of information consumption where confirmation bias
manifests: (1) information-seeking intention, (2) interpretation, and
(3) recall. Accordingly, we employ three representative tasks for
information consumption: (1) headline ranking, (2) individual tweet
evaluation, and (3) news feed-free recall. Based on our findings,
we shed light on implications for designers and media platforms
tailoring effective interventions that consider bias susceptibility in
users, information, and their interaction.

Additionally, this work contributes new knowledge to the liter-
ature by looking at the influence of bias susceptibility factors on
recall ability, on which there has been limited research. In addition,
to the best of our knowledge, our work is the first to assess the
effects of confirmation bias on memory recall using a delayed free
recall task, where participants are presented with a sequence of
tweet-like information and subsequently, after some delays, asked
to recall them in any order.

3 Methodology

We conducted a user study to explore indicators for susceptibility to
confirmation bias. Therefore, we exposed participants to a number
of tweets stating opinions on controversial topics. Subsequently,
they engaged in three tasks: ranking headlines, recalling tweets on
a news feed, and evaluating tweets.

3.1 Study Stimuli

During the experiment, we showed tweets containing only textual
information (i.e., no images) on three controversial, polarising top-
ics. Each tweet aligned with one end of the ideological spectrum,
i.e., supporting (pro) or opposing (con). We picked tweets concern-
ing the following topics: abortion rights, same-sex marriage, and
vegetarianism. All chosen topics have been widely debated glob-
ally with increasingly polarised viewpoints [23, 57, 101] and lend
themselves, therefore, well to our study.
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We sourced all tweets from the ProCon.org website!, which
provides facts, opinions, and arguments on various controversial
topics on both ends of the ideological spectrum. For example, on the
abortion rights issue, the pro stance endorses the idea that abortion
should be legal. In contrast, the con stance supports the idea that
abortion should be prohibited. Table 2 shows pro-con ideology pairs
for each topic deployed in this study. In addition, we made sure all
tweets were in English and between 40 to 70 words in length to
resemble the standard 250-character tweets. Following the approach
in related works [11, 29, 112], we hypothesise that the tweets would
trigger participants’ confirmation biases by making them rely on
their pre-existing beliefs when assessing the information.

We gathered eight tweets on each of the three topics, consisting
of four pro and four con tweets. Each tweet was presented on the
screen with the same font, compact line spacing, alignment, column
width, colour text (black), and white background (see Figure 2, mid-
dle item). We deployed our stimuli and questionnaire on Qualtrics®.
We did not provide source information in our stimuli to separate
confounds such as source bias [135].

3.2 Study Design

3.2.1 Experimental Design. To study the effects of contextual and
individual factors on the occurrences of confirmation bias, we con-
ducted a study with a within-subject design. We measured the ef-
fects of confirmation bias (in three scenarios: information-seeking
intention, information recall ability, and information interpretation
ratings) and investigated the influence of the following predictors:
the ideological congruence score between the user and tweet, indi-
vidual factors (as measured by the Cognitive Reflection Test (CRT),
Need For Cognition scores (NFC), Bullshit Receptivity Scales (BRS),
and Wilson-Patterson Conservatism Scales (WPCS)), and contex-
tual factors (topic interest, and tweet perceived issue strength).
Table 1 summarises all predictor and measurement variables we
examined in this study. We determined the required sample size
(N = 42) by a priori power analysis using G*Power [41] with a
medium-to-large effect size 2 = 0.25, power 1 — f§ = 0.80, type I
error probability a = 0.05, and two predictors.

3.2.2  Participants. We invited 42 participants (16 men, 25 women,
and one non-binary) through the university network to join the
study in our usability lab. All participants were native or fluent
speakers of the English language, and their mean age was 28.51
years (SD = 8.52), with the minimum and maximum ages being
19 and 54 years old, respectively. Of 42 participants, 11 held a
postgraduate degree, 19 held a bachelor’s degree, and the remaining
12 participants had at least 12 years of education.

3.23  Procedure. The study took place in a quiet room in our insti-
tution’s usability lab. We first informed each participant about the
objective and procedure of the study and collected their written
consent. We seated participants before a screen and asked them
to adjust their seating to a comfortable position. Participants re-
sponded to a pre-study survey collecting information on individual

lwww.procon.org

Zwww.qualtrics.com
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Table 1: List of the examined predictor and measurement variables.

Variable Measure Scale
Predictor Variables Ideological Congruence
- Implicit Congruence (ConG_Imp) [77, 86] Ordinal (-7 to +7)
Individual Factors
- Cognitive Reflection Test score (CRT) [44] Count of correct responses (0 to 7)

- Need For Cognition scale (NFC) [15]
- Bullshit Receptivity Scale (BRS) [102]

Ordinal (5-Likert scale: 1 to 5)
Ordinal (5-Likert scale: 1 to 5)

- Wilson-Patterson Conservatism Scale (WPCS) [58] Count of conservative items (=27 to +27)

Contextual Factors

- Topic Interest (INTEREST) [63, 86]
- Stimulus Perceived Issue Strength (STRENGTH) Ordinal (5-Likert scale: 0.5 to 4.5)

Ordinal (7-Likert scale: 1 to 7)

Measurement Variables Information-Seeking Intention

- Headline Rank Position

Information Interpretation

Ordinal (1 to 8)

- Information Interpretation scale [73, 144] Ordinal (5-Likert scale: 1 to 5)

Information Recall
- Recall Ability Score

Ordinal (4-Likert scale: 0 to 3)

Table 2: Topics presented and their ideological ends.

Topic Pro stance Con stance

Vegetarianism People should become Vegetarian People should not become Vegetarian
Abortion Rights Abortion should be legal Abortion should be prohibited
Same-sex Marriage Same-sex marriage should be legal Same-sex marriage should be prohibited

and contextual factors with their demographic information (see Sec-
tion 3.3.1), after which they were asked to complete the following
tasks:

(1) Ranking Headlines: Participants were presented with a

~

list of tweet headlines (eight per topic), each of which was a
one-sentence snippet of a tweet. The headlines were initially
presented in a random order. The participants had to reorder
the headlines from what they wanted to read the most (top,
first place) to what they wanted to read the least (bottom,
last place).

Reading and Recalling Tweets: Subsequently, participants
were presented with a news feed of eight tweets in a ran-
dom order. They could scroll up and down to read each
tweet. Once they finished reading the tweets, participants
were asked to engage in an interruption task where they
had to solve seven summations (adding two single-digit
numbers). Inspired by previous studies that employed re-
call tasks [62, 125], the interruption task was introduced to
separate participants mentally from the tweets and to re-
set their working memory, as well as to serve as attention
checks. After that, participants responded to a free-recall
task, namely “please write down every viewpoint, aspect, and
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detail that you can remember from the tweets you have just
read.” Participants were given a maximum of five minutes
to type in their responses using a keyboard. They were told
to ignore spelling and grammatical errors.

Evaluating Individual Tweets: Lastly, participants were
again presented with the earlier shown tweets and asked to
rate the tweet according to the information interpretation
scales and how polarised it was (See Section 3.3.2). Each
tweet was presented with the in-study survey on the same
page. Once they finished the survey, participants could click
“Next” and proceed to the subsequent tweet.

—
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=

We repeated all three tasks for each topic (abortion rights, same-
sex marriage, and vegetarianism) and incorporated eight tweets
(four pros and four cons) per topic. The presentation order of topics
was randomised, while the tasks were repeated in a fixed order. A
short break between each topic allowed participants to relax for
at least 15 seconds before proceeding to the next topic. Figure 2
visualises the procedure of our study.

Upon completion, we compensated each participant with a $20
electronic voucher for their time. The study took about an hour to
complete and was approved by the Human Research Ethics Com-
mittee of the University of Melbourne.
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Figure 2: Summary of the study procedure. For each topic, participants completed three tasks in the following order: Headline
Ranking, Reading and Recalling Tweets, and Individual Tweet Evaluation. Example screenshots of the tasks are shown below.

3.3 Surveys

3.3.1 Pre-study Survey. We gauged potential individual and con-
textual factors for cognitive biases through the pre-study survey,
which was administered after the participant provided informed
consent. The survey started with four tests: Cognitive Reflection
Test (CRT), Need For Cognition scores (NFC), Bullshit Re-
ceptivity Scales (BRS), and Wilson-Patterson Conservatism
Scales (WPCS). We derived the 7-item version of CRT [122] con-
sisting of seven binary-choice questions gauging the participant’s
tendency to use System 1 over System 2 thinking. For each question,
there was one correct answer and one wrong answer. NFC consists
of questions asking participants to self-report their tendency to use
System 1 thinking on a 7-Likert Scale (1: extremely uncharacteristic
to 7: extremely characteristic) [15]. For the BRS, we followed the
approach in Pennycook et al. [102], presenting participants with a
list of 10 profound statements in English, asking them to rate how
profound they thought each statement was on a 5-Likert scale (1:
least profound and 5: most profound). Finally, for the WPCS, we
presented participants with 27 socio-economic policies and asked
them to indicate whether they agreed, disagreed, or felt neutral
with each policy. We opted for the scales by Henningham [58],
developed exclusively for our study population in Australia. The
number of liberal and conservative policies were counterbalanced,
and their presentation order was randomised. For each of the four
tests, the presentation order was randomised.

In addition, for each of the three topics, we asked participants to
rate how they felt about the following statements on a 7-Likert scale
(1: strongly disagree to 7: strongly agree): “this issue is related to my
core values,” “it is important to defend my point of view on this issue,
“I am interested in learning about this issue, and “I desire to know the
facts about this issue” Following the approach in [63, 86], we took
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the average of their four responses to measure the participants’
topic interest. We then measured participants’ ideological stance
on the topic in a self-report question and a word association test. In
the self-report question, we asked participants to rate their stance
on a continuous scale from 0 to 100 (0: strongly opposing to 100:
strongly supporting). In the word association test, participants
were presented with each topic name (i.e., abortion rights, same-
sex marriage, and vegetarianism) and asked to associate each of
them with five pairs of bipolar adjectives: unfavourable-favourable,
bad-good, unnecessary-necessary, harmful-beneficial, and unhealthy-
healthy. Following the same test deployed in prior studies [77, 86],
we asked participants to choose their stance on a 7-Likert scale (1:
negative adjective to 7: positive adjective).

3.3.2 In-study Survey. For each tweet presented, we gauged how
participants interpreted the tweet using the information interpre-
tation scales derived from Klaczynski [73]. We asked them to rate
the following statements on a 5-Likert scale (1: strongly disagree
to 5: strongly agree): “This tweet is reliable to me”, “This tweet is
clear to me”, and “This tweet makes sense to me”. In addition, we
asked participants to rate how polarised the tweet was according
to its expressed ideology. On a 10-Likert scale, we asked them to
rate whether the tweet supports the pro or con stances (1: strongly
supporting the con stance to 10: strongly supporting the pro stance).

3.4 Predictor Variables

3.4.1 Individual Factors. We derived the following individual fac-
tors: CRT, NFC, BRS, and WPCS. We calculated the CRT scores by
counting the number of correct responses. Higher CRT, therefore,
indicates a higher tendency for effortful thinking [44]. For NFC and
BRS, we averaged the internal question items, 6 for NFC and 10
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Table 3: Descriptive statistics (Mean, S.D., max, min) of the topic-wise ideological stances and contextual factors collected in our

study

Factors Abortion Rights

Vegetarianism Same-sex Marriage

STANCE_IMP
(7-Likert scale: [1..7])

M =5.13,S.D. = 1.65,
max = 7,min = 1

M =3.42,S.D. = 1.64,
max = 6.25, min = 1

M = 4.40,S.D. = 1.96,
max = 7, min = 1

M = 86.76,S.D. = 22.21,
max = 100, min = 1

STANCE_Exp
(continuous: [0..100])

M =52.05,S.D. = 21.17,
max = 100, min = 0

M =79.92,S.D. = 32.79,
max = 100, min = 1

INTEREST
(7-Likert scale: [1..7])

M =5.14,S.D. = 1.65,
max = 7, min = 1

M =3.42,S.D. = 1.65,
max = 6.25, min = 1

M = 4.40,S.D. = 1.96,
max = 7,min = 1

M =3.46,S.D. =1.22,
max = 4.5, min = 0.5

STRENGTH (overall)
(5-Likert scale: [0.5..4.5])

M =3.20,S.D. =1.31,
max = 4.5, min = 0.5

M =3.29,S.D. = 1.38,
max = 4.5, min = 0.5

M =346,SD.=1.23
max = 4.5, min = 0.5

STRENGTH (pro-tweet only)

M =3.50,S.D.=1.21
max = 4.5, min = 0.5

M=12387,SD.=1.43
max = 4.5, min = 0.5

M =347,SD.=1.22
max = 4.5, min = 0.5

STRENGTH (con-tweet only)

M=2092,SD. =135
max = 4.5, min = 0.5

M=373,SD.=1.18
max = 4.5, min = 0.5

for BRS. Cronbach’s alpha of 0.731 and 0.819 showed acceptable
and good consistency for NFC and BRS, respectively. Lastly, we
obtained WPCS from the sum of the agreeing responses to each
liberal policy and the disagreeing responses to each conservative
response. Thus, positive WPCS indicates a higher inclination to-
wards liberal ideologies, while negative WPCS indicates a higher
inclination towards conservative ideologies. The distributions of
each measure were as follows: CRT (M = 4.21,S.D. = 1.97, max =
7,min = 0), NFC (M = 3.56,S.D. = 0.42, max = 4.33, min = 2.50),
BRS (M = 3.17,S.D. = 0.77, max 4.60, min 1), and WPCS
(M = 9.33,SD. = 6.32, max = 21,min = —5). We found that the
distribution of WPCS was skewed towards strong liberal ideologies.
The statistics suggest that 16 individuals scored above 10, 24 scored
between 1 and 10, and 2 scored between -5 and 0. This implies that
most of our participants held moderate liberal ideologies while the
lower end of our population implied those who held either neutral
or leaned slightly towards conservative ideologies.

3.4.2 Contextual Factors. We obtained the participants’ topic in-
terest levels, INTEREST, which showed good internal consistency
among the 4-item questions (Cronbach’s alpha = 0.87). In addi-
tion, we obtained the perceived issue strength score, STRENGTH,
of each tweet evaluated by the participant by taking the unsigned
distance between the self-report tweet issue strength (TP: 10-Likert
scale, from 1: strongly opposing to 10: strongly supporting) and its
neutral absolute (score of 5.5), i.e., STRENGTH = |TP — 5.5|. Table 3
summarises the statistics of the topic interest levels and the stimu-
lus perceived issue strength score for each topic reported by our
participants.

3.4.3 Ideological Stance and Congruence. We derived the partici-
pant’s ideological stance in two ways: implicit (STANCE_ImMP) col-
lected from the word association test (7-Likert scale), and explicit
(Stance_Exp) collected from a self-report question (continuous
from 0 to 100). The statistics of the implicit and explicit stances are
also shown in Table 3. We found that most of our participants rather
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expressed pro attitudes for abortion rights and same-sex marriage
while showing neutral stances on the issue of vegetarianism.

Subsequently, we derived the ideological congruence score of
the user stimulus from the product of the ideological stances of the
user and the tweet. Denoting STANCE(T) as the ideological stance
of tweet T (-1: supporting the con stance and +1: supporting the
pro stance), we calculated the explicit congruence (ConG_Exp) and
implicit congruence (CoNG_ImP) between participant P and tweet
T using the following equations.

ConG_Imp(P,T) = STANCE_IMP(P) X STANCE(T)
ConG_Exp(P,T) = (Stance_Exp(P) — 50) X STANCE(T)

We cross-checked Cong_Imp with ConG_Exp and found a Pear-
son correlation of 0.946, indicating that they were highly correlated.
This ensures our internal validity as participants’ self-assessments
aligned with the implicit measures. Therefore, we report our analy-
sis using CoNG_IMP, i.e., the implicit measure for ideological con-
gruence.

3.5

3.5.1 Information-Seeking Intention. We derived the order of each
tweet headline directly from the participant’s final ranking of eight
headlines. Each headline was labelled between 1 and 8, where 1
and 8 represented the most desirable headline to read and the least
desirable headline to read accordingly.

Measures

3.5.2 Information Recall. We assessed the recall ability from the
written, recalled responses in the free-recall task. In particular, we
rated how well the response matched the presented tweets. Two
researchers independently coded each recalled response according
to the content of each tweet mentioned. Subsequently, for each
matched tweet, they individually gave a rating for the richness of
the response on a 4-item Likert-style scale (0: little or no mention
of the tweet, 1: somewhat rich, 2: moderately rich, and 3: very
rich). In particular, we scored 3 for the recalled tweet if it stated
all aspects and details and closely resembled the original tweet.
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A score of 2 was given if the recalled tweet was incomplete but
featured more than one aspect or detail. A score of 1 was given
if the recall mentioned only one aspect of the original tweet. A
score of 0 was given if the tweet was not mentioned in the recalled
response. We achieved an inter-rater reliability (Cohen’s Kappa)
of 0.779, indicating good consistency between the two raters. In
summary, for each tweet, we derived a measure for the recall ability
as a floor average of the ratings from two raters, i.e, Rating(T) =
| (Ratingg, (T) +Ratinggy(T))/2].

3.5.3 Information Interpretation. Among the three information in-
terpretation rating items (5-Likert scale) collected in the individual
tweet evaluation task, a Cronbach’s alpha of 0.783 indicated accept-
able internal consistency across the three items. Therefore, we used
an average of the three items as our measure.

4 Results

Given that the derived measures are all ordinal data, we performed
mixed-effect ordinal regression analyses using the Cumulative
Linked Mixed Models (CLMM) [19] to assess the effect of the user-
stimulus ideological congruence and individual and contextual fac-
tors. Furthermore, we examined the interplay of individual and
contextual factors with the reliance on ideological congruence as a
heuristic for confirmation bias. To do so, we assessed the interaction
effects between the ideological congruence, CoNG_IMP and one of
the individual or contextual factors in three scenarios that aimed at
stimulating confirmation bias [144]: headline ranking, news feed
free-recall, and individual tweet evaluation.

We performed the regression analyses to examine the main
and interaction effects between ConG_IMP and each of the pre-
dictors: (a) INTEREST, (b) CRT, (c) WPCS, (d) STRENGTH, (e) NFC,
and (f) BRS. To avoid colinearity issues, we ran the regression
analysis separately for each measure and predictor. We also ac-
counted for random effects from participants and stimuli to reflect
our repeated-measure study design. Therefore, the formula for our
CLMM models is (measure ~ 1 + cong_imp * predictor +
(1|participant_id) + (1|stimulus_id)). We standardised all
predictors before performing the regression analyses. From the
data collected, we discarded 29 observations (2.87%) due to data
losses (e.g., the Qualtrics survey did not successfully capture some
of the participants’ responses). We note that our statistical models
(CLMMs) are robust against missing data, which was minimal in
our experiment.

Further, we looked into each interaction effect by performing
posthoc regression analyses using CLMM to compare the estimated
regression coefficient (f) or the main effect size of ideological con-
gruence (CoNG_ImP) between two different conditions of the inter-
action predictor variables, separated by its median value. Following
the approach in Clogg et al. [22], we then performed a two-sampled
Z-test to compare the regression coefficients (i.e., the main effect
size of CoNG_IMP on the measurement variable) between two con-
ditions (High and Low). The formula for the Z statistic is denoted
in Equation 4, where f3, 0, and n represent the estimated regression
coeflicient (main effect size), the standard error, and the sample
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size, respectively.

z ﬂHigh = Brow

- 2 2
\/UHigh/nHigh + O-LOW/nLow

In this section, we present the results of the regression and
posthoc analyses, which reveal the relationships between the occur-
rences of confirmation bias and their influencing factors. Tables 4, 5,
and 6 show a brief summary of regression results for information-
seeking intention, recall, and interpretation, respectively. Table 7
depicts test statistics from the posthoc regression analyses and co-
efficient comparisons. We include the full regression tables in the
supplementary materials.

4.1 Information-Seeking Intention

4.1.1 Regression Analyses. We ran a mixed-effect ordinal regres-
sion with the ranking position of each tweet headline as the de-
pendent variable on the data collected from the headline ranking
task (Models 1a-1f). We found significant interaction effects of
Cona_Imp X WPCS (p < 0.001, f = 3.841, S.E. = 0.801, Z = 4.798)
and CoNG_IMP X STRENGTH (p < 0.001, f = 1.334, S.E. = 0.581,
Z = 2.295). We did not detect significant interaction effects of CRT,
NFC, BRS, and INTEREST with the implicit ideological congruence.
Table 4 summarises the regression results for headline rank position.
Figure 3a displays boxplots that illustrate the interaction effects of
Cong_IMP X STRENGTH and CoNG_Imp X WPCS with x-axes being
the interaction variables in two conditions, high (above or equal
median) and low (below median).

4.1.2  Posthoc Analyses. To closely examine the interaction effects,
we performed posthoc comparisons of regression coefficients. On
the interaction effect Cong_Imp X WPCS, we found that partici-
pants who held a relatively strong liberal ideology tended to rely
more on ideological congruence than those more moderately ori-
ented (p < 0.001, Z = 52.076; High WPCS: p < 0.001, f = 2.618,
S.E. = 0431, Z = 6.073; Low WPCS: p < 0.001, f = 1.183,
S.E. = 0.436, Z = 2.711). Subsequently, posthoc analyses on the
interaction effect CoNG_IMP X STRENGTH suggested that partici-
pants relied on ideological congruence for headlines of ideologi-
cally strong tweets more than those of ideologically neutral tweets
(p < 0.001, Z = 40.968; High STRENGTH: p < 0.001, § = 2.305,
S.E. = 0.408, Z = 5.698; Low STRENGTH: p < 0.001, f§ = 1.196,
S.E. =0.408, Z = 2.931).

4.2 Information Recall

4.2.1 Regression Analyses. We performed a mixed-effect ordinal re-
gression on the recall ability scores (Models 2a-2f). We only detected
significant interaction effects of Cong_Imp X CRT (p = 0.005, =
0.018,S.E. = 0.006,Z = 2.781). We did not detect significant in-
teraction effects of NFC, BRS, INTEREST, and STRENGTH with the
implicit ideological congruence. Interestingly, we found a signifi-
cant main effect of the tweet’s issue strength on the recall ability
(p = 0.011,8 = 0.628,S.E. = 0.245,Z = 2.560). Specifically, we
found individuals tended to recall the tweet better if they perceived
it as ideologically stronger. Table 5 summarises the regression re-
sults for recall ability. Figure 3b illustrates the interaction effect of
Cong_Imp x CRT.
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(a) Interaction effects on the headline rank position. Posthoc regres- (b) Interaction effects on the recall ability. Posthoc regression analy-
sion analyses show that the effect of CoNG_IMP on the headline rank ses show that the effect of CoNG_IMP on the recall ability is signifi-
position in High STRENGTH and High WPCS conditions are stronger cant in the Low CRT condition, but insignificant in the High CRT
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(c) Interaction effects on the information interpretation ratings. Posthoc regression analyses show that the effect of ConG_ImMP on information
interpretation ratings in High INTEREST, High WPCS, and Low CRT conditions are stronger than those in Low INTEREST, Low WPCS, and High
CRT, respectively. The effect of ConG_ImP is significant in the High STRENGTH condition, but insignificant in the Low STRENGTH condition.

Figure 3: Interaction effects on (a) the headline rank position (CoNG_IMPXSTRENGTH and ConG_IMpxWPCS), (b) the recall ability
(Cong_Imp X CRT), and (c) the information interpretation ratings (CoNG_Imp X CRT,CoNG_IMP X INTEREST,CoNG_IMP X WPCS,
and ConG_IMP X STRENGTH). In each interaction plot, different levels of ConG_IMP are compared: congruent ([3..7]), neutral
([-2..+2]), and dissenting ([-7..-3]).

4.2.2  Posthoc Analyses. From posthoc comparisons of regression 4.3.2  Posthoc Analyses. Posthoc comparisons revealed that, when
coefficients, we found that individuals who scored lower on CRT interpreting information, participants who held a rather extreme
tended to show better recall of ideologically dissenting tweets than ideology tended to rely on ideological congruence more than those
congruent ones (Low CRT: p = 0.022, f = —0.8073, S.E. = 0.354, with somewhat nuanced ideology (p < 0.001,Z = 63.858; High
Z = —2.280). For individuals with higher CRT scores, however, we WPCS: p < 0.001, f = 3.778, S.E. = 0.457, Z = 8.259; Low WPCS:
detected no significant linear relationship between the recall ability p < 0.001, f = 1.910, S.E. = 0.524, Z = 3.645). Individuals who
and the implicit ideological congruence (High CRT: n.s., f = 0.367, exhibited higher topic interest also relied on ideological congruence
S.E. =0.381, Z = 0.965). more than those with lower interest levels (p < 0.001, Z = 65.942;

High INTEREST: p < 0.001, § = 3.302, S.E. = 0.439, Z = 7.517; Low
INTEREST: p < 0.001, f = 1.450, S.E. = 0.620, Z = 2.337). We found

4.3 Information Interpretation individuals who scored lower on CRT tended to exhibit a stronger

4.3.1 Regression Analyses. We performed mixed effect ordinal re- effect size of ideological congruence than those who scored higher
gression analyses on the information interpretation ratings (mod- (p < 0.001, Z = —4.055; High CRT: p < 0.001, f = 2.833, S.E. =
els 3a-3f). We found significant interaction effects of Cong_Imp 0.442, Z = 6.399; Low CRT: p < 0.001, f = 2.955, S.E. = 0.514,
x CRT (p = 0.003, f = —1.745, S.E. = 0.5911, Z = —2.953), Z = 5.750). However, for the issue strength, we only detected a
ConG_ImpP x WPCS (p < 0.001, f = 5.581, S.E. = 0.854, Z = significant effect size of ConG_IMP on information interpretation
6.529), CoNG_IMP X INTEREST (p < 0.001, f = 2.4273, S.E. = 0.730, the high STRENGTH group (High STRENGTH: p < 0.001, § = 3.894,
Z = 3.324) and CoNG_ImMP X STRENGTH (p < 0.001, § = 4.930, S.E. = 0.408, Z = 9.533), while the low STRENGTH group showed
S.E. = 0.646, Z = 7.632). We found no significant interaction no significant linear relationship (Low STRENGTH: n.s., § = 0.915,
effect of NFC and BRS with the implicit ideological congruence. S.E. = 0.547, Z = 1.673). In other words, we found that individuals
Table 6 summarises the regression results for information interpre- tended to rely on ideological congruence when interpreting tweets
tation. Figure 3c shows barplots visualising the interaction effects with a strong ideological stance.

of ConG_Imp X CRT, ConG_Imp X INTEREST, CONG_IMP X WPCS
and CoNG_IMP X STRENGTH.
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Table 4: Summary of main and interaction effects between ideological congruence and bias susceptibility factors from the
ordinal mixed-effect regression analysis on headline ranking (DV: Rank Position). »* marks a significant effect.

DV: Rank Position Coef. (B) SEE. V4 p-value
CongG_Imp 1.097 0.662 1.656 0.097
INTEREST —0.486 0.364 -1.335 0.182
CoNG_ImP X INTEREST  1.110 0.637 1.743 0.081
Model Summary (1a) Log-Likelihood = —1979.60, AIC = 3983.19, Condy = 1.9 X 103
ConG_Imp 2.438 0.427 5.702 < 0.001**
CRT 0.356 0.343 1.040 0.299
ConG_Imp X CRT —0.672 0.558 —1.202 0.229
Model Summary (1b) Log-Likelihood = —1980.48, AIC = 3984.97, Condy = 9.6 x 10?
ConG_Imp 1.038 0.549 1.889 0.059
STRENGTH -0.671 0.370 -1.814 0.070
CONG_IMP X STRENGTH  1.334 0.581 2.295 0.022**
Model Summary (1c) Log-Likelihood = —1920.42, AIC = 3864.84, Condpy = 1.5 X 103
ConG_Imp —0.652 0.665 —-0.980 0.327
WPCS -1.822 0.469 —3.887 < 0.001**
Cong_Imp X WPCS 3.841 0.801 4.798 < 0.001**
Model Summary (1d) Log-Likelihood = —1969.39, AIC = 3962.78, Condy = 2.2 x 10°
ConG_Imp 1.499 0.591 2.535 0.011™*
NFC —0.447 0.449 —0.995 0.320
Cong_Imp X NFC 0.893 0.738 1.210 0.226
Model Summary (le) Log-Likelihood = —1980.48, AIC = 3984.96, Condyy = 1.9 X 103
Cong_Imp 2.332 0.505 4.614 < 0.001**
BRS 0.138 0.442 0.314 0.753
ConG_Imp X BRS —0.425 0.714 —0.595 0.552
Model Summary (1f) Log-Likelihood = —1981.00, AIC = 3985.99, Condy = 1.5 X 103

Table 5: Summary of main and interaction effects between ideological congruence and bias susceptibility factors from the
ordinal mixed-effect regression analysis on recall ability scores (DV: Recall Ability). s+ marks a significant effect.

DV: Recall Ability Coef. (B) S.E. VA p-value
ConG_Imp 0.007 0.079 0.094 0.925
INTEREST 0.018 0.027 0.684 0.494
CoNG_ImP X INTEREST  —0.001 0.006 —0.203 0.839
Model Summary (2a) Log-Likelihood = —1012.46, AIC = 2040.93, Condpy = 9.7 X 10*
ConG_Imp -0.076 0.034 —2.287 0.022**
CRT 0.073 0.069 1.045 0.296
Cong_Imp X CRT 0.018 0.006 2.781 0.005**
Model Summary (2b) Log-Likelihood = —1008.30, AIC = 2032.60, Condy = 1.9 X 10*
ConG_Imp —0.050 0.045 —-1.121 0.262
STRENGTH 0.628 0.245 2.560 0.011**
CoNG_IMP X STRENGTH  0.054 0.049 1.111 0.266
Model Summary (2¢) Log-Likelihood = —1008.59, AIC = 2033.19, Condy = 7.7 X 102
ConG_Imp -0.018 0.040 —0.459 0.647
WPCS 0.035 0.021 1.675 0.093
Cong_Imp X WPCS 8x 1074 0.003 0.319 0.750
Model Summary (2d) Log-Likelihood = —1011.31, AIC = 2038.62, Condyy = 1.1 X 10°
ConG_Imp -0.009 0.124 -0.078 0.938
NFC 0.028 0.055 0.513 0.608
Cong_Imp X NFC 7.638 X 1077 0.006 0.014 0.989
Model Summary (2e) Log-Likelihood = —1012.59, AIC = 2041.17, Condpy = 4.3 X 10°
ConG_Imp 0.047 0.056 0.845 0.398
BRS 0.013 0.018 0.765 0.444
Cong_Imp X BRS —0.001 0.001 -1.080 0.280
Model Summary (2f) Log-Likelihood = —1011.84, AIC = 2039.69, Condyy = 2.4 x 10°
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Table 6: Summary of main and interaction effects between ideological congruence and bias susceptibility factors from the
ordinal mixed-effect regression analysis on individual tweet interpretation (DV: Info. Interpretation). ++ marks a significant

effect.

DV: Info. Interpretation ~ Coef. (f) S.E. VA p-value
ConG_Imp 0.875 0.775 1.130 0.259
INTEREST —1.404 0.591 -2.376 0.018**
CONG_IMP X INTEREST ~ 2.427 0.730 3.324 < 0.001**
Model Summary (3a) Log-Likelihood = —2098.41, AIC = 4230.82, Condy = 4.2 x 103
ConG_Imp 4.106 0.498 8.244 < 0.001**
CRT 1.317 0.593 2.223 0.026™*
Cong_Imp X CRT —1.745 0.591 —2.953 0.003**
Model Summary (3b) Log-Likelihood = —2099.26, AIC = 4232.52, Condyy = 2.8 X 103
ConG_Imp -0.529 0.599 —0.885 0.376
STRENGTH —2.104 0.410 —5.124 < 0.001**
CONG_IMP X STRENGTH ~ 4.930 0.646 7.632 < 0.001**
Model Summary (3¢) Log-Likelihood = —2072.17, AIC = 4178.35, Condy = 2.5 X 103
ConG_Imp —0.857 0.714 —1.201 0.229
WPCS —2.756 0.757 —3.642 < 0.001**
ConG_Imp X WPCS 5.581 0.854 6.529 < 0.001**
Model Summary (3d) Log-Likelihood = —2082.53, AIC = 4199.05, Condyy = 4.5 X 103
Cong_Imp 2.745 0.676 4.062 < 0.001**
NFC —0.357 0.776 —0.461 0.645
Cong_Imp X NFC 0.615 0.824 0.747 0.455
Model Summary (3e) Log-Likelihood = —2103.76, AIC = 4241.51, Condy = 4.7 X 103
ConG_Imp 3.381 0.536 6.312 < 0.001**
BRS 0.455 0.783 0.581 0.561
Cong_Imp X BRS -0.419 0.721 —-0.581 0.561
Model Summary (3f) Log-Likelihood = —2103.81, AIC = 4241.62, Condy = 4.3 x 10°

Table 7: Summary of posthoc comparison statistics for each of the interaction effects on three measures (DV: Rank Position,
Recall Ability, and Information Interpretation). Inferential statistics for posthoc regression analyses (via CLMMs) and coefficient
comparisons (via two-sampled Z-tests) are shown on the left and right, respectively. N represents the sample size, n,, denotes
the number of participants included in the sample, and ** marks a significant effect.

DV Condition N (npx) Coef. (8) SE. Z p-value Coefficient Comparison
Rank Position  STrRENGTH (High) 634 (41) 2.305 0.405 5.698 < 0.001** | High > Low
STRENGTH (Low) 345 (39) 1.196 0.408 2.931 0.003** Z =40.968, p < 0.001
Rank Position =~ WPCS (High) 499 (21) 2.618 0.431 6.073 < 0.001** | High > Low
WPCS (Low) 480 (20) 1.183 0.436 2.711 0.007** Z =52.076,p < 0.001
Recall Ability ~ CRT (High) 648 (24) 0.367 0.380 0.965 0.335 Not applicable
CRT (Low) 331(14) -0.807 0354  —2.280  0.022**
Info. Interpret. CRT (High) 648 (27) 2.833 0.442 6.399 < 0.001** | Low > High
CRT (Low) 331 (14) 2.955 0.514 5.750 < 0.001™ | Z = —4.055,p < 0.001
Info. Interpret. STRENGTH (High) 634 (41) 3.894 0.408 9.533 < 0.001** | Not Applicable
STRENGTH (Low) 345 (39) 0.915 0547  1.673  0.094
Info. Interpret. INTEREsT (High) 499 (21) 3.302 0439 7517  <0.001** | High > Low
INTEREST (Low) 480 (20) 1.450 0.620 2.337 0.0194** Z =65.942,p < 0.001
Info. Interpret. 'WPCS (High) 499 (21) 3.778 0.457 8.259 < 0.001** | High > Low
WPCS (Low) 480 (20) 1.910 0.524 3.645 < 0.001** | Z = 63.858,p < 0.001
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5 Discussion

In this study, we investigated the roles of different individual and
contextual factors in amplifying and moderating confirmation bi-
ases. Through three task scenarios where confirmation bias gen-
erally manifests, we exposed participants to tweet-like content
items that stated a strong opinion on controversial topics. With
the individual and contextual differences we collected in the study,
we found that the tendency for effortful thinking, strong politi-
cal beliefs, and the perceived issue strength of the tweet influence
the occurrences of confirmation bias. In the remainder of this sec-
tion, we discuss our findings in detail, followed by the practical
and ethical implications for designing and tailoring context-aware
interventions to effectively mitigate cognitive biases.

5.1 Amplifiers for Confirmation Bias

5.1.1 Content’s Perceived Issue Strength. We found that the per-
ceived tweet’s issue strength interacted with the effects of ideologi-
cal congruency on the information-seeking intention and informa-
tion interpretation ratings. In both tasks, the effect of ideological
congruency is significant when individuals interact with tweets
perceived as ideologically strong, with the headline ranking task
also showing that the effect of ideological congruency is stronger
when the participants perceived that the tweet’s issue strength was
stronger. This finding implies that content perceived as a strong
issue may be more likely to trigger confirmation bias. It also res-
onates with Zhao et al. [150], who suggested that users were more
likely to share online health articles with a strong opinion stance.
In addition, we found that individuals tended to recall better tweets
that were perceived as ideologically stronger. This finding aligns
with previous research on human memory [28, 72], showing that
people tend to remember better emotionally valenced stimuli than
neutral stimuli. Our results provide an empirical contribution to the
confirmation bias literature as we shed light on the role of content’s
perceived issue strength on memory recall.

5.1.2 Individual’s Political Attitudes. We found that a strong lean-
ing towards Liberalism, reflected through high WPCS scores in our

population, amplified the effects of confirmation bias on information-
seeking intention and information interpretation. Notably, individ-
uals with relatively strong liberal beliefs tended to rank higher (i.e.,

feel inclined to read the entire tweet) headlines of tweets deemed

congruent with their beliefs. They perceived it differently from

those ideologically dissenting. In other words, this suggests that

individuals with relatively strong political leanings may be more

susceptible to using mental shortcuts and cognitive biases. Prior

studies also support our findings; for example, Pennycook and Rand

[103], as well as Traberg and van der Linden [139], suggested that

political partisanship affects how individuals evaluate information

as they perceive news with politically opposing stances or sources

as less reliable. Therefore, our findings extend the prior literature:

we demonstrate that individuals with strong liberal leanings are

more susceptible to confirmation bias than those with neutral (or

moderate conservative) beliefs.

5.1.3 Individual’s Thinking Styles. Our results also highlighted that
individuals with a lower tendency for effortful thinking, i.e., those
who scored lower on the Cognitive Reflection Test (CRT), relied
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significantly on ideological congruence when interpreting and re-
calling information. In the information interpretation scenario, we
found a stronger effect size of ideological congruence when com-
paring individuals who scored lower on CRT and those who scored
higher. Importantly, we found that the tendency for low effortful
thinking determined how information is recalled: individuals with
a lower effortful thinking tendency recalled better information
that opposed their beliefs. This aligns with findings from Greene
et al. [50], who reported that individuals with a lower effortful
thinking tendency, measured similarly through CRT, formed more
false memories than those with a higher tendency. However, our
results contrast with Stremsg et al. [130], who found that individu-
als who better recalled belief-inconsistent information tended to
score higher on CRT. While our work quantified the recall ability
on a 4-Likert scale, they measured recall using a binary construct
(i.e., whether the recalled response is consistent with the original
content or not). More research is needed to investigate the joint
role of effortful thinking and prior beliefs in information recall.

5.1.4 Task Design and Modality. When considering all scenarios
in conjunction, the factors we identified in this study amplify con-
firmation bias differently in each task. For example, while we found
that the tweet’s issue strength and the individual’s effortful thinking
tendency influence confirmation bias in information-seeking inten-
tion, the former did not show an interaction effect on recall ability.
Similarly, the individual’s topic interest only appeared as a suscep-
tibility factor of confirmation bias in the information interpretation
scenario. This finding, therefore, suggests that the interaction con-
text, i.e., the nature of the task, could be an influencing factor to bias
susceptibility. Similarly, Vedejova and Cavojova [144] investigated
confirmation bias across three scenarios (information seeking, in-
terpretation, and recall) but did not find an effect of confirmation
bias in information recall, in which the authors acknowledged that
the nature of the task deployed in the study could influence how
confirmation bias manifests. In the context of Al trust calibration,
Ha and Kim [53] showed that different modalities of interventions
(visual and textual explanation) could influence the effectiveness
of confirmation bias mitigation. In psychology, Jonas et al. [65]
suggested that the more natural setting of the information task
leads to a stronger biased information processing, and, therefore,
the choice of experimental design could influence (or confound)
the occurrences of confirmation bias. In this study, however, we did
not investigate the interaction effects between the contextual and
individual factors on confirmation bias (e.g., would effortful think-
ing tendency interact with the choice of task design?). Thus, we
call for future research to consider multiple factors in conjunction
when studying bias susceptibility.

5.2 Practical and Ethical Implications for
Context-Aware Intervention Design

Synthesising these insights, our results can help inform the design
of cognitive bias interventions by taking into account bias sus-
ceptibility factors, namely, the content’s perceived issue strength,
the user’s political leaning, and thinking styles. With ideologically
strong information amplifying confirmation bias, our findings sug-
gest platforms could target content items that tend to be perceived
by users as a strong stance. Consequently, platforms could soften
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the issue strength of social media content using linguistic mod-
els [78, 107, 138] to detect and adjust the content’s stance and
sentiment towards a more nuanced perspective to help safeguard
users from falling victim to their biases. It is worth noting that
users may perceive the same content differently, potentially seeing
it as stronger than intended by the content creator. On the other
hand, intervention designers could statistically model how users
perceive the issue strength of different expressions based on their
rating of the content - the same measure we employed in this study
(STRENGTH) — and personalise interventions that adapt according to
the content’s tendency to be perceived as a firm stance. However, we
acknowledge that the strength-softening measure may be viewed as
a form of censorship and benevolent paternalism (i.e., limiting the
agency and controlling the content’s stance in the best interest of
the people). This concern is similar to the critiques about nudging
as it limits users’ autonomy over their decision-making [64, 132].
It may introduce novel production incentives as well as external-
ities [71] as content creators may divert from producing content
with the potential to be demoted on the platform. On the other
hand, we argue that platforms carefully consider their measures
while giving users the autonomy to decide which version of the
content — original or filtered - they would like to see.
Furthermore, platforms could specifically consider users’ indi-
vidual differences. Preventive interventions, such as psychological
inoculation [84], media literacy building [52], or imposing safe-
guarding mechanism [32, 82], could also be targetted to specific
user groups to train and fortify them against manipulation. The
abovementioned bias susceptibility factors can be inferred via users’
daily usage and interaction on social media platforms [100] or col-
lected via one-off questionnaires. Nevertheless, we note that with
the ability to identify individuals’ bias susceptibility, platforms
should leverage this data ethically not to amplify their users’ cogni-
tive biases. Importantly, by identifying biases, there is a risk of abuse
to reaffirm and influence people’s beliefs and decision-making. The
Cambridge Analytica scandal [16, 60] is a prominent example where
intimate knowledge about users’ psychological traits was used to
tailor targeted messaging to manipulate their opinion formation
and decision-making. Therefore, the ability to determine individ-
uals’ specific tendencies and bias susceptibility should be treated
with great caution. We envision that platforms could practically
provide transparency of the personalised interventions through
informed consent, giving users the awareness of what data are
being collected, as well as an explanation of how and why a certain
intervention is being tailored to them [152]. Users should always be
given the autonomy to review what interventions are being applied
to them, the potential impacts for them (e.g., this intervention may
subconsciously steer your news feed behaviour), and the ability to
opt-out. We also acknowledge that data protection laws (for exam-
ple, European Union’s GDPR?) may restrict the ability to collect
sensitive data which are used to inform personalised interventions.
In summary, our work paves the way towards context-aware
interventions which adapt to the user and interaction context. The
literature clearly indicates that there is no one-size-fits-all approach
to mitigating cognitive biases because these cognitive tendencies
manifest differently depending on the context of users, systems,

Shttps://gdpr-info.eu/issues/personal-data/
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and their interactions [2, 91, 110]. Cresci et al. [24] also argued that
interventions could be shifted from a platform-centred approach
to a personalised manner through user and context modelling. By
extending the notion of context-awareness [116], we can develop
computing systems that personalise not only to one’s cognitive
biases but, at the same time, mitigate their adverse effects using
the same characteristics deduced from users’ interaction data [97].
Nonetheless, it is unclear how effective personalised, context-aware
interventions would be. Rieger et al. [113] investigated the effect
of cognitive reflection style (collected through CRT) on the effec-
tiveness of nudging and boosting interventions. While they did not
find a significant effect, the authors argued that the effect might
have been moderated by other individual and contextual factors. In
line with their work, we envision that future research evaluates the
effectiveness of personalised cognitive bias interventions across
different populations, contexts, and task designs.

5.3 Limitations

There are several limitations to our study. First, the distribution
of WPCS indicated that most of our participants reported strong
liberal ideologies, while those who held conservative beliefs were
small in number. This is a common phenomenon when recruiting
study participants, especially from a university campus [90]. This
population also tends to have higher education levels and more
developed critical thinking abilities, as shown in our study partic-
ipants’ demographics and distribution of CRT scores. While the
finding indicates that the tendency for political beliefs was an in-
fluencing factor of confirmation biases, it only gives a one-sided
picture as we could only draw a comparison between strong lib-
erals on one end and neutrals or moderate conservatives on the
other end. The literature suggests that individuals with conserva-
tive beliefs could be more susceptible to misinformation and to
using mental shortcuts [34, 51, 67]. Meanwhile, Ditto et al. [27] and
Enders et al. [37] argued that, in the US political context, liberals
are not less susceptible than conservatives. Therefore, collecting
more participant samples from the conservative end would give a
more complete picture of bias susceptibility, allowing a better gen-
eralisability of our findings. We also acknowledge that the number
of participants in this study is limited due to its in-person setting.
While our sample size (N = 42) is properly powered, we suggest
future works could replicate our study through online experiments
and recruit a larger, more heterogeneous set of participants.

We deployed our stimuli and tasks on Qualtrics. We acknowl-
edge that it may not represent realistic information consumption
scenarios on social media, which may consist of source cues, visual
information, and social interaction with other users. Nevertheless,
our main focus is on how the information is processed and how in-
dividual and contextual factors influence confirmation bias in such
activities. Qualtrics, therefore, allowed us to separate confounds
and closer study factors for bias susceptibility. We envision that
future research further investigates bias susceptibility in higher
fidelity settings, resembling real-world information consumption
scenarios, while accounting for potential confounds, such as the
effects of source bias and the coherence between prior beliefs and
the stance of the information content [135].
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We employed self-report questionnaires to gauge the tweet’s
perceived issue strength (STRENGTH). This measure may be prone
to subjectivity and, therefore, may not offer the best indicator for
content’s strong stance as applied in context-aware interventions.
We recommend that future research consider using a crowd of
people (that represent diverse political inclinations) to determine
the issue strength of the media content.

Moreover, the recall responses and ability scores may be prone to
noise. While we instructed participants to write down everything
they could remember about the tweets, each participant approached
this task differently. For example, some participants reported that
they tried to summarise and elaborate the tweets into pro and con
sides. At the same time, some listed the details of each tweet they
remembered. Because the task did not restrict what the participants
could write down, the richness of the recall responses depended on
the participant’s discretion. Some participants provided extensive
recall, while some wrote only the critical aspects of each tweet.
In future work, we suggest that free-recall measures could be ac-
companied by cued recall, e.g., asking participants multiple-choice
questions about the tweets or recognition tasks, where participants
are asked to label items they remember.

Lastly, we used the word association test to gauge participants’
ideological stances. Although it showed a strong correlation with
the explicit self-assessment stance, CoNG_Exp, our implicit mea-
sure may be prone to the same self-presentation [129], preference
falsification issues [79], and partisan bias [13]. We suggest that
future research consider measurements that better separate out
these confounds, for example, the implicit association test [26, 124],
to capture the nuanced strength of ideological stance and political
concordances.

6 Conclusion

Cognitive biases offer useful heuristics that allow us to sift through
the sheer amounts of online information quickly and effectively. At
the same time, this comes at the cost of undermining the quality
of our decision-making. Cognitive biases tend to be difficult to be
effectively mitigated. People seem to be susceptible to acting on
their biases to different degrees. In this work, we shed light on the
influencing role of individual and contextual factors of cognitive
biases in three scenarios: information-seeking intention, recall, and
interpretation - three tasks commonly found when sifting through
information online. Specifically, we investigated how these factors
amplify confirmation bias — the reliance on prior beliefs — when
exposed to ideologically polarised content. We found that the in-
dividual’s strong political beliefs, low-effortful thinking tendency,
and interest in the issue, as well as the content’s perceived firm
stance and the nature of the interaction with information, render
users especially susceptible to confirmation bias. These insights
pave the way towards more targeted safeguarding mechanisms and
designing more effective, context-aware intervention systems that
consider individual and contextual differences to mitigate cogni-
tive biases, keep people safe online, and support more informed
decision-making. Our findings inform measures on social media
platforms to (1) reduce language that tends to be perceived as emo-
tional or firm expressions and (2) target preventive interventions,
such as safeguarding and media literacy-building mechanisms, on
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users with tendencies for low-effortful thinking and strong political
beliefs. At the same time, designers should take these characteris-
tics with great care and transparency, as they could open doors for
paternalism and manipulation.
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5.3 Chapter Reflection

Computing systems and user interfaces can trigger the user’s existing cognitive biases. However, how cog-
nitive biases surface as a result of such triggering mechanisms is not straightforward. Cognitive biases only
manifest in specific scenarios, which gives a fertile environment for these biases to resurface in the user-
system interaction. In this chapter, we discuss the notion of bias susceptibility and its influence on the effects
of confirmation bias when individuals consume information. Specifically, we explore factors that determine
the user’s bias susceptibility, which include the context of the user characteristics and the system interaction.
User context describes individual differences in how users form their mental models when interacting with
the systems. System-interaction context explains the relationship between the user and the system when
they interact with each other. Addressing (RQ 3), we conducted a user study that examined the influence
of individual and contextual predictors on the effect of confirmation bias in three information consumption
scenarios: seeking, recalling, and interpreting information. In this context, we deployed a subset of stimuli
we used for the studies in Article II, comprising tweets expressing opinions on a polarising, divisive topic. We
employed the ideological congruency between the user’s beliefs and the content’s stance as a proxy for con-
firmation bias. We measured its effects on the user’s behaviour of information-seeking intention, information
recall ability, and information interpretation rating.

The implication of this study is three-fold. First, we found that bias susceptibility predictors, such as the
individual’s thinking styles, political attitudes, topic interest, and the content’s perceived issue strength, in-
teracted with the effects of confirmation bias. Specifically, we found that an individual’s tendency for low
effortful thinking, the tendency for strong political attitudes (towards Liberal ideologies), and the content’s
strong perceived issue strength all amplified the effects of confirmation bias. Second, designers can consider
the bias susceptibility factors when building and deploying interventions to mitigate the undesired effects of
confirmation bias. Platforms can soften the issue strength of the content as well as avoid curating content
items that carry a risk of amplifying the user’s confirmation bias. Platforms leverage the user’s individual
differences, identify user profiles that exhibit more susceptibility to cognitive biases, and personalise inter-
ventions, safeguarding mechanisms, or educational prompts that cater to specific users. The awareness of bias
susceptibility will allow designers to build context-aware interventions on media platforms and help fortify
users from manipulation. Third, we remark that the choice of task design and modality can influence the
effect of confirmation bias. We found that (the same group of) individuals showed different bias susceptibil-
ity across different tasks. The nature of the task or interaction scenario can introduce cognitive biases (i.e.,
systematic effects) as a confounding variable. These additional biases or effects can skew the user behaviour
and, therefore, the strength of the effect of confirmation bias across different behavioural measurements we
deployed in our study.

To conclude this chapter, we point out the influence of user- and context-related factors on the effects of
cognitive biases, rendering users more or less susceptible to exhibiting biases. The role of bias susceptibil-
ity not only informs the design of interventions to mitigate cognitive biases but also allows us to detect the
occurrences of cognitive biases more precisely. The findings in this chapter complement and extend the impli-
cations of Chapter 4, which suggests that cognitive biases surface in a fertile environment and are expressed in
detectable patterns of physiological signals, e.g., fNIRS. This chapter explores what factors render conditions
fertile for cognitive biases. Chapter 3 suggests that HCI researchers focus on understanding cognitive biases
in the interaction to generate considerations for the design of computing systems. This chapter thereby en-
riches the understanding of bias susceptibility and casts guidelines for designing computing systems that take
cognitive biases into account. In the next chapter, we discuss how we can leverage the design into bias-aware
systems that guide users away from problematic behaviour when navigating the online world.
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Chapter 6

Towards Designing Bias-Aware Technologies

6.1 Introduction

When people consume online media, cognitive biases can be problematic as individuals offload their cognitive
processing and give up critical thinking. Misinformation often contains deceptive messages that tap into
people’s cognitive biases. Specifically, these messages cling to ideologically polarising, divisive issues like
climate change, abortion rights, or vaccine effectiveness. Thus, individuals resort to many of their existing
heuristics, including the ideological congruence between their beliefs and the content’s stance. In this realm,
confirmation bias drives users to seek and engage predominantly with content that conforms to their beliefs.
In Chapters 4 and 5, we study this heuristic and discuss methods and factors to help capture the effects
of cognitive biases in this interaction context. Furthermore, Chapter 5 discuss considerations for designing
interventions to mitigate the adverse effects of confirmation bias by taking bias susceptibility into account.

The goal of this thesis is to design computing systems that address and adapt to cognitive biases in users.
The HCI community has increasingly formed an understanding of how cognitive biases manifest in HCI and
how designs can better keep up with the dynamics of these biases. In Chapter 3, our scoping review of
cognitive bias studies in HCI outlines three connecting narratives: HCI researchers (1) quantify the effects
of cognitive biases to (2) better understand their effects in human-computer interaction and subsequently (3)
form designs of computing systems that address these biases in the real world. In Chapter 4 and 5, we address
the angles of quantifying and understanding the effects of cognitive biases. In this chapter, we extend beyond
the contributions presented in the previous chapters by tackling the angle of designing systems to address
cognitive biases in the real world.

Addressing (RQ 4), we present discussions in three academic workshops (at CHI 2020 [35], CHI 2021 [36],
and Dagstuhl seminar 2022 [37]). These workshops brought together experts from HCI, cognitive psychol-
ogy, behavioural science, and law to explore the role of cognitive biases in human-computer interaction. The
workshop discussion was centred around the topic of online misinformation, as it is one of the concerns intro-
duced by cognitive biases. We summarise the workshop discussions and propose a research agenda guiding
the design of computing systems that equip people with skills and affordances to make informed decisions
when navigating the online world. Also, the workshop discussions signal a need to use interdisciplinary
knowledge and theory to guide the design of computing systems that address cognitive biases in their users.
Ultimately, we pave the way towards the design of bias-aware technologies, which address and take into ac-
count cognitive biases that exist in users and emerge during their interaction with computers. We describe
in detail workshop discussions, their outcomes, and implications in Article IV.
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6.2 ArticlelV

This article was presented in the Augmented Cognition Special Issue of IEEE Pervasive Computing. Copyright
is held by the authors. Publication rights licensed to IEEE. This is the authors’ version of the work. It is posted
here for your personal use. Not for redistribution. The definitive version of record was published in:

Nattapat Boonprakong, Benjamin Tag, and Tilman Dingler. 2023. Designing Technologies to Support Critical
Thinking in an Age of Misinformation. In IEEE Pervasive Computing, July-Sept 2023. IEEE, Vol. 22, No. 3, pp.
8-17. https://doi.org/10.1109/MPRV.2023.3275514
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Nattapat Boonprakong ., University of Melbourne, Melbourne, VIC, 3010, Australia

Benjamin Tag ., Monash University, Clayton, VIC, 3800, Australia
Tilman Dingler o, University of Melbourne, Melbourne, VIC, 3010, Australia

Algorithms increasingly curate the information we see online, prioritizing attention
and engagement. By catering to personal preferences, they confirm existing
opinions and reinforce cognitive biases. When it comes to polarizing topics such as
climate change or abortion rights, the combination of algorithmic information
curation and cognitive biases can easily skew our perception and, thus, undermine
our critical thinking abilities while creating a thriving ground for misinformation. To
curb the spread of misinformation, a research agenda is needed around the
interplay between cognitive biases, computing systems, and online platform design.

In this article, we synthesize insights from a workshop series, propose a research
agenda, and sketch out a blueprint for technologies to support critical thinking
through the lens of human-computer interaction and design. We discuss the
affordances of online media and how they could prioritize teaching users how to
spot misinformation better and conduct themselves in online environments.

ervasive technology has enabled us to access
p information at any time. Facing vast amounts of
information each day, people often adopt men-
tal shortcuts or heuristics to filter and sift through con-
tent more effectively, a phenomenon often described as
cognitive biases.! Coined by Kahneman and Tversky, cog-
nitive biases involve the use of personal preferences and
prior experiences to simplify the complexity of informa-
tion processing. At the same time, they can hinder our
critical thinking and, therefore, our ability to make
informed decisions. Prominent examples include confir-
mation bias (predominantly seeking out information that
confirms existing views), cognitive dissonance (repudia-
tion of information that does not fit into preconceived
notions), and the continued influence effect (previously
learned misinformation continues to influence an individ-
ual's beliefs and attitudes even after correction).
By optimizing recommendation systems around
the content’s “stickiness” and keeping users engaged
at all costs, computing systems—systems that run on
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algorithms—tend to reinforce cognitive biases since
the algorithms largely cater to users' interests and
beliefs.? When it comes to contentious topics like cli-
mate change, abortion rights, or immigration policies,
this becomes a serious problem as computing sys-
tems and cognitive biases work together to skew our
perception and foster the creation of so-called filter
bubbles and echo chambers,® where like-minded peo-
ple discuss topics from one congruent angle and
mutually confirm each others’ standpoints. Ultimately,
these silos of comfort run the risk of barring us from
multifaceted discussions and contribute to alienation
by creating an “us” versus “them” narrative.

The manifestation and reinforcement of biases
also exacerbate the spread of misinformation. Defined
as false or misleading information, misinformation
prompts people to doubt the nature of truth, give up
on analysis, and process information by using heuris-
tics instead.* Confirmation bias, for example, helps
lubricate the spread of misinformation as it prompts
people to not only seek predominantly one-sided infor-
mation, but also to accept information without neces-
sarily considering its veracity. Other cognitive biases
like the continued influence effect also make misinfor-
mation difficult to debunk as misinformation tends to
linger around even after it has been corrected.
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The interplay between humans and computing
systems, however, allows researchers to intervene on
two fronts. On the side of computing and pervasive
systems, researchers have developed solutions to
counter the spread of misinformation. Pattern recog-
nition and natural language processing (NLP) yield
automatic approaches to detect misinformation
and fake news. In recent years, we have seen fact-
checking services being introduced on social media
platforms like Facebook and Twitter. Yet, these
approaches are largely based on ground truth data
provided by human labellers. This has led to a head-
to-head race between human fact-checkers and the
speed of misinformation production. Additionally,
some online content, e.g, satire, is challenging to
spot and correctly handle, sometimes even for
humans. Effectively tackling the spread of misinfor-
mation through algorithmic solutions alone is, there-
fore, not always feasible.®

On the human side, researchers have been focusing
on understanding how people evaluate and interact with
information online,” and on designing interventions to
nudge and empower people to make deliberate decisions
in the digital world® Such research has been mainly
driven by practitioners and researchers from different
disciplines including computer science, behavioral eco-
nomics, cognitive psychology, and political science. The
problem of misinformation can only be addressed in a
truly interdisciplinary fashion as it involves the technol-
ogy through which fake news propagates, the human
who creates, receives, and shares it, and the regulatory
bodies who are looking for ways of reeling in its spread.’
By focusing on the user-side perspective, equipping peo-
ple with critical thinking abilities would help fortify them
against falling victim to misinformation.

With the field of human-computer interaction (HCI)
at the forefront of the design and development of user-
facing computing systems, we bear special responsibil-
ity for working on solutions to mitigate problems arising
from misinformation and bias-enforcing interfaces. At
the same time, the interdisciplinary nature of HCI pro-
vides a fruitful climate to involve experts from different
areas to collectively discuss, create, and assess coun-
termeasures against the spread of misinformation from
awell-rounded perspective.

In this article, we discuss a research agenda of
technologies to combat the spread of misinformation
arising from a series of three workshops we organized
over recent years. Each workshop brought together
researchers from various disciplines to identify and
rethink the mechanisms of pervasive computing
systems behind the spread of misinformation. We
summarize and present the various challenges and
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options for the development and implementation of
technology solutions that tackle the spread of misin-
formation and help foster critical thinking abilities in
people. As an outcome of our workshop series, we pro-
pose affordances of online media that help equip peo-
ple with skills to critically engage with information and
conduct themselves in the digital world.

The research community has developed and evalu-
ated a wide range of approaches and tools to identify
and tackle misinformation. Nevertheless, the question
remains why people are susceptible to misinformation
and why countermeasures are not more effective.
Therefore, we set out to not only investigate comput-
ing systems and their role but also include insights
derived from cognitive science that enable us to bet-
ter understand the role of human cognition.

As one of the pioneering researchers of counter-
acting misinformation, Lewandowsky et al.® pointed
out that a special feature of misinformation is its pre-
sentation as a conspiracy theory. By providing simple
solutions to complex problems, conspiracy theories
are easier to grasp than often convoluted explana-
tions from official sources. Additionally, nonexperts
often fall back to simplifications due to a lack of
knowledge and expertise in a rather complex domain,
such as climate change.” A recent countermeasure
introduced by Lorenz-Spreen et al.2 uses nudging and
boosting techniques to support online users in making
informed decisions, for example, showing the number
of likes of an article against the total number of read-
ers. The idea behind nudges, i.e., subtle stimuli that
trigger specific behaviors, comes from behavioral eco-
nomics research.”® The effectiveness of nudges has
further been studied by Pennycook et al.” who show
that such nudges, e.g. giving an accuracy reminder
when reading online news, can support online users in
making decisions on what information to share and
what not.

Research in HCI has tackled the problem mainly by
designing novel user interfaces. Caraban et al."" pro-
vided insights on how to effectively design nudges used
in digital environments by targeting cognitive biases in
users. In their follow-up work,'? the authors narrow in
on nudging interventions in the context of misinforma-
tion with the aim of helping people to discern credibility
and balance their information diet. Other countermeas-
ures have been proposed by Jeon et al."® and targeted
psychological inoculation and gamification techniques
to fortify online users against misinformation.
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As stakeholders of the misinformation crisis, social
media platforms have begun to put HCI research into
practice. Twitter, for example, introduced its misinfor-
mation policy to slow down the spread of misleading
content: the platform equips labels on the content
items and nudges users toward trustworthy informa-
tion sources.?

While the HCI community has proposed a few
approaches for interventions aimed at fostering posi-
tive behavior change, prior works are largely lacking a
common research target: which problems should be
prioritized? The algorithms or the human? The
spreader or the recipient? The incentive structures of
social media platforms or informing regulation?

With its user-centered design approach and ability
to rapidly prototype and test interventions, the HCI
community is uniquely positioned to create and study
countermeasures against misinformation. Such inter-
ventions, however, should be grounded in supporting
theory from the fields of psychology, policy-making,
and behavioral sciences.

In this article, we lay out the discussions we had
with experts from different disciplines about the role
of cognitive biases in the spread and reception of mis-
information. Over the course of three workshops, we
explored the reciprocal relationship between comput-
ing systems and users’ cognitive biases with the goal
of formalizing a research agenda to investigate that
relationship in more detail and identify measures to
effectively curb the spread of misinformation.

To explore the role of cognitive biases in the interac-
tions with computing systems, we brought together
experts from different disciplines over the course of
three workshops in recent years. We initially started
with a workshop hosted at the ACM Conference on
Human Factors in Computing (CHI) to broadly scope
the relationship between cognitive biases in people
and computing systems. A second CHI workshop sub-
sequently leads us to narrow in on the challenge of
misinformation and the role of biases as catalysts for
its spread. Realizing that these issues reach well
beyond the scope of HCI research, we organized a
three-day Dagstuhl seminar, which opened up the dis-
cussion to a broader audience, including disciplines
such as psychology, behavioral economics, and policy-
making.

6.2 Article IV

The entirety of this workshop series served the
common goal of creating a research agenda around
cognitive biases and their role in interacting with per-
vasive computing systems as they relate to the spread
of misinformation.

Workshop 1: CHI 2020

The first workshop in our series focused on the idea
that cognitive biases are omnipresent when we inter-
act with computing systems. The goal was to scope
which types of biases are of interest in the context of
user-system interaction and how computing systems
may contribute to their creation or reinforcement.
Therefore, there is a need to clearly define the bias,
when it occurs, and how it could be detected. We spe-
cifically focused on the research around cognitive
biases through the lens of HCI. The workshop entitled
Detection and Design for Cognitive Biases in People
and Computing System was held at CHI in 2020."

The workshop themes were kept explicitly broad
as we wanted to understand the scope of the role of
cognitive biases in interacting with computing sys-
tems. Hence, the themes focused on the understand-
ing, utilization, detection, and mitigation of cognitive
biases in people and computing systems. We invited
workshop participants from the HClI community to
submit a position paper on their ideas, 12 of which we
subsequently discussed in the one-day workshop with
19 participants.

The position paper contributions® were mainly
concerned with the mechanisms, applications, and
mitigation strategies of cognitive bias in different
areas: media studies, behavioral economics, educa-
tion, healthcare, and computer science. Several
papers echoed the previously mentioned bias amplifi-
cation by system algorithms and interfaces. One paper
pointed out a case study of Youtube recommendation
algorithms, which tend to expose users to cater pre-
dominantly videos align with content users have
already watched and those from authoritative sour-
ces, e.g., major news outlets. Thus, the author dis-
cussed that the algorithm risks amplifying the users’
confirmation bias and anchoring bias, respectively.

By observing the nature of biases, some papers
proposed solutions to avoid or mitigate negative
effects from cognitive biases, for example, altering the
interface design, providing alternative perspectives, or
creating bias-reflection tools. One paper discussed
the continued influence effect in the use case of

2[Online]. Available: https://help.twitter.com/en/resources/
addressing-misleading-info
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mobile learning. Some papers also discussed compu-
tational methods to detect cognitive biases. By
leveraging sensing techniques, such as eye tracking,
body movement, or physiological measures, we can
detect discrepancies within the human-machine
interaction (e.g., information browsing behavior or
healthcare patient-provider interaction). Subse-
quently, we can “sense” the occurrences of biases in
people and design interventions that give constructive
and timely feedback about the bias that users may not
be aware of.

In addition, we included two action group activities
(5-6 people in each group), where participants
received a quest problem and brainstormed solutions
in a group. We used a combination of Miro and Zoom
to allow participants to ideate and collaborate with
each other.

The first action group activity focused on identify-
ing research questions around cognitive biases. We
asked participants to list 1) which problems can they
solve, 2) which problems are in need of a solution, and
3) which problems need to be defined first. Participant
groups prioritized research around the detection and
mitigation of cognitive biases and formulated the fol-
lowing research questions:

> How can we detect biases? How can we esti-
mate the impact of biases? Cognitive biases
often occur without us being consciously aware
of them. While it is crucial to mitigate the nega-
tive effects of biases, we first have to under-
stand when biases occur, what triggers them,
and how we could quantify their effects. Quanti-
fication of biases is a challenging task as reliable
ground truth is hard to collect. Mechanisms for
reliably inducing biases would be required to sys-
tematically study their occurrences.

> Which biases are most promising to start with?
Addressing biases that have the most impact
would best help alleviate the overall negative
effects of cognitive biases. Moreover, these biases
are more tractable for self-awareness as they occur
rather often. The position papers to this workshop
highlighted some potential candidates of cognitive
biases to start with. Confirmation bias and anchor-
ing bias, for example, are prominent in the settings
of online news and media consumption: confirma-
tion bias makes people susceptible to an echo
chamber effect, where they expose themselves to
predominantly one-sided information; anchoring
bias, meanwhile, impacts how people believe misin-
formation as they tend to rely on the first piece of
information regardless of its veracity.
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> How do we help people to become aware of
their own biases? Would reflecting on biases
help mitigate their effects? Making people
aware of their biases and supporting their meta-
cognition could help reduce the negative effects
arising from biases and fortify people from mak-
ing fallacious decisions. This would lead us either
back to the challenge of detecting biases or we
would need to develop a framework in which
people actively reflect on their decision-making
and on the factors that contribute to it in order
to identify and understand the role that cogni-
tive biases may play in these decisions.

Subsequently, we conducted another action group
activity to identify how to measure and mitigate cogni-
tive biases. Each participant chose a cognitive bias
and listed theories or technologies to address and mit-
igate them. We found that most proposed mitigation
strategies were based around nudges.

Research in HCI has long employed nudges as a
way to induce behavior change in people by changing
their environment or choice architecture.”” Nudging
leverages the knowledge of our cognitive biases and
supports people in making better decisions.'® Here are
some of the nudging techniques that were discussed
in the workshop:

» Friction: Introducing friction in computing sys-
tem interactions aims at slowing down the user's
decision-making. This slow-down intends to
make users rethink their available choices and
question their initial gut reactions. Friction could
hence reduce the effects of cognitive biases by
allowing users to engage in thoughtful reflection
and introspection and subsequently make more
deliberate decisions. An example of introducing
friction would be to limit the number of likes on
Twitter per time interval or enable commenting
on a tweet after a certain time has elapsed.
Education tools: Learning is often affected by
our innate biases. The continued influence effect
says that the first information we consume
tends to stick even when disproven later on."”
This could be utilized for inoculation strategies,
where the first encounter of a concept is used to
bolster users’ critical thinking abilities. Roozen-
beek and Van der Linden'® proposed the use of
games to playfully inoculate people against fake
news and build their critical thinking abilities.

v

Overall, we observed a broad range of research
interests as cognitive biases occur not only during
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various information consumption tasks but also
across different application areas, such as information
systems, finance, healthcare, and education. The
research space for cognitive biases is therefore not
only understudied but also vast. To serve our original
research goal to mitigate the spread of misinforma-
tion, the research scope needed to be significantly
narrowed down.

Workshop 2: CHI 2021

The realization from the previous workshop that one
of the most effective ways to protect people from mis-
information is to bolster their critical thinking abilities
lead to the second workshop in our series entitled
Technologies to Support Critical Thinking in an Age of
Misinformation,” which we held at CHI 2021. We nar-
rowed the scope of the role cognitive biases play in
the interaction with computing systems to the recep-
tion and spread of misinformation. Similarly, we invited
workshop participants across the HCI community to
lay down their arguments through position paper
submissions concerned with topics related to system
and user interface design that address issues of
misinformation.

Similar to the outcomes from the first workshop,
there have been attempts to mitigate cognitive biases
or leverage them for the better good through promot-
ing prosocial behaviors—social behaviors that benefit
other people or society as a whole. Examples include
mitigating the spread of fake news, depolarizing peo-
ple, and cutting down toxicity on the Internet.

Throughout the workshop, we provided 16 partici-
pants with a framework to discuss interventions
based on the Prosocial Design Network platform.® The
platform had been codeveloped by one of the work-
shop coorganizers and aims to gather the collective
effort of academics and designers across disciplines
who work on technology solutions to help promote
prosocial behavior: for example, being more critical
and less toxic. The network’s website hosts a catego-
rized collection of tested and untested technology
interventions based on existing scientific evidence.

The motivation behind the prosocial design net-
work is that most existing solutions rely on common
sense or intuition about what will work. A wide range
of tools and approaches to curb the spread of fake
news exist but they do not always work. Some inter-
ventions could risk causing a backfire effect—exacer-
bating existing biases. For example, in case a person
has already been convinced by misinformation,

°[Online]. Available: https://www.prosocialdesign.org
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confronting them with opposing arguments often
results in the solidification of the existing beliefs.
Designing technologies to combat misinformation is
therefore not trivial and needs to be well-grounded in
psychological science.

Workshop activities were structured in the same
way the Prosocial Design Network challenges were
and centered around technology interventions and
interface design. The one-day workshop was kicked
off with a keynote talk by Anastasia Kozyreva on Con-
fronting Digital Challenges with Cognitive Tools." The
talk summarized three categories of technology inter-
ventions: technocognition (interventions inspired by
cognitive science®), nudging (interventions that
change people’s behavior in a predictable way through
choice architecture'®), and boosting (interventions
that foster people’s cognitive and motivational com-
petencies'). The talk was followed by the workshop
participants’ submission paper presentation and an
action group activity (3-4 people in each group) on
designing concrete interventions.

We received four position paper submissions that
were concerned with the interplay between comput-
ing systems and cognitive biases in people. The first
two papers sought to understand the characteristics
of the interaction between users and misinformation:
triggering negative emotions and cognitive biases.
One paper investigated people’s behavioral and emo-
tional expressions regarding fake news from publicly
available social media data. The findings suggested
that fake news tends to generate negative emotions
in users rather than exert positive influence. Similarly,
another study evaluated the design elements of the
Parler social media platform. Their findings suggest
that the choice of design elements can make the plat-
form conducive to the flow of misinformation. For
example, the prioritization of images over text content
can amplify emotional responses in users; and the lim-
ited search functionality hinders the user's ability to
seek information from alternate perspectives.

Two papers proposed interventions to counter the
spread of misinformation. One paper was concerned
with emancipatory design aiming to support media lit-
eracy on social media platforms. By exposing users to
increased transparency, we can mitigate the negative
effect of cognitive biases and help them nurture criti-
cal thinking abilities. For example, by showing users
the existence of their filter bubbles or their political
partisanship, we can invite users to reflect on their

dPosition papers (CHI 2021) are accessible from http:/
critical-media.org/chi21/schedule.html
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otherwise hidden biases and intervene, e.g., by sug-
gesting exposure to alternative viewpoints. Another
paper discussed three prophylactic interventions to
counter fake news on social media: inoculation, foster-
ing media literacy, and imposing transaction cost eco-
nomics. These interventions induce cognitive effort in
message evaluation and thus reduce the likelihood of
interacting with social media content with low
credibility.

Overall, the position paper submissions imply that
technology is a double-edged sword: interface designs
and algorithms can be weaponized to amplify users’
cognitive biases and exacerbate the spread of fake
news. In contrast, the same technologies can be used
to nurture critical thinking abilities in people and pro-
vide safeguards against misinformation.

The task for the action group participants was to
design an intervention that supports critical thinking
in people. Each intervention had to be described along
the two dimensions target and method. The target of
the intervention included building media literacy,
breaking the echo chamber, reducing fake news, or
countering hate speech; the methods by which this is
accomplished included prebunking, providing friction,
providing labels/extra information, promoting social
interaction, providing media transparency, and modi-
fying news feeds. Participants described their inter-
ventions in the spirit of the Prosocial Design library by
naming “what it does” and “how it works.”

Here are some examples of interventions created
by the workshop participants:

> Echo chamber warning (Break the echo cham-
ber x Labeling): A web browser widget that gives
feedback about the diversity of the user's news
exposure, calculated by their previous browsing
history. The widget tracks the stance of websites
visited by the user and acts as a nudge for a
more balanced information diet.

Insist on comprehension before sharing (Media
literacy x Providing friction): Before users can
post a comment on an online article, they must
pass a quick comprehension quiz on what they
have read.

» Reputation coloring (Media literacy x Providing
media transparency): The user community ranks
each message/post/tweet according to its
veracity. At the same time, each user is accom-
panied by badges and subtle color coding indi-
cating the frequency of their use of accurate,
false, or misleading information.

Systematically inoculate people against misin-
formation (Reduce fake news x Prebunking):

v

v
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Mandatory briefings through videos about what
the characteristics of bad information are for
new users. This would provide users with “immu-
nity” against believing and propagating
misinformation.

A common theme we observed in the proposed
interventions was adding delay in the interaction. Fric-
tion, as a nudging technique, aims at helping users
employ more deliberate decision-making. To combat
the spread of misinformation, friction has already
been deployed on many social media platforms. Twit-
ter, for example, created explicit friction by prompting
users to quote a tweet with commentary instead of
retweeting during the 2020 US presidential election.
Facebook imposed a message forwarding limit on its
instant messaging platforms—WhatsApp and Face-
book Messenger.

Some discussions held during the workshop sug-
gested that computer science researchers, software
developers, and designers alone struggle to provide a
comprehensive solution to the problem of misinforma-
tion. It became clear that regulators and industry part-
ners are playing crucial roles in this fight against
misinformation as well. The outcomes from this work-
shop suggested the need to open up this ongoing dis-
cussion to a broader group of actors, especially those
outside of the computer science community.

Workshop 3: Dagstuhl Seminar 2022

We ran the third workshop of our series as a Dagstuhl
seminar.?’ To comprehensively discuss solutions to
the problems of misinformation from a well-rounded
perspective, we brought together researchers and
practitioners from a wide range of areas, such as com-
puter science, behavioral science, media studies, psy-
chology, as well as people from industry and law-
making.

Throughout the three-day seminar, we organized a
number of talks and group activities that addressed
misinformation in different aspects. On the first day,
participants jointly collected and discussed a range of
challenges that misinformation on digital platforms
presents. Throughout the day, we decided on three
final themes around which we formed the following
three working groups: 1) regulation, 2) critical thinking,
and 3) human factors & platforms. Each group con-
sisted of around five individuals.

As a group, participants first discussed challenges
in mitigating the spread of misinformation. Subse-
quently, we employed the 5-whys activity to let them
search for the root cause of the problem they
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identified earlier. Starting from the challenge state-
ment (e.g., “people interpret information in their own
ways"), participants repeatedly asked a “why” question
to discover the fundamental or hidden assumption of
the problem.

Arising from the activities of day one, each group
laid out the challenges as follows:

> The regulation group pointed out that problems
and difficulties in creating effective regulation
are the competence, the evidence, and the lack
of consensus between different stakeholders.
Specifically, law and policymakers are unable to
continuously catch up with the ongoing techno-
logical changes.

The critical thinking group suggested that we
not only need to nurture critical thinking and
media literacy in people but also encourage peo-
ple to step out of their silos of comfort and make
an effort to get to know and understand the per-
spectives of other individuals.

The human factors & platforms group proposed
that there are information and presentation fac-
tors, as well as the crowd and platform gover-
nance mechanisms, which cause different
individuals to interpret information in their own
ways.

v

v

On the second day of the workshop, we let partici-
pants generate new ideas by using the reverse brain-
storming protocol. Instead of thinking about direct
solutions to a problem, the protocol is to brainstorm
ways to create the problem, and then reverse them
into new and alternative solutions. On the following
day, we arranged the solution exploration activity to
let participants further transform their ideas from ear-
lier activities into more concrete research questions
and executable research projects.

In sum, we highlight a number of research pro-
posals spanning from the working groups® as follows:

> A framework to write better policies for tech-
nological regulation: We need a way to inform
policy-makers of effective regulatory measures.
At the same time, we need to also make sure that
regulations do not silence unwanted voices and
break the fundamentals of a pluralistic society.
To do so, we need an eco-system that facilitates
reproduction studies and foster collaboration

°For the full report of activities and results, see the Dagstuhl
report 22172.°
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and knowledge exchange between regulators,
academia, and industry.

Tools and methodologies to benchmark and
evaluate interventions: Researchers and design-
ers have proposed digital interventions to com-
bat the spread of misinformation and foster
critical thinking (e.g., the previously mentioned
Prosocial Design Network). Yet, there is a lack of
direction and methodology to make sure that
these solutions are effective. We, therefore,
need standardized ways to test the effective-
ness of new interventions to allow benchmark-
ing and comparison. Knowing the effectiveness
and impact of different interventions would not
only help inform researchers and designers but
also people in law-making who enforce regula-
tions and public measures.

Teaching people skills to thrive through misin-
formation: To fortify people from falling victim to
false information, we need to equip people with
critical thinking and media literacy skills. Critical
thinking should not be only taught in schools but
also on social media platforms as flagging falsi-
fied, misleading, or harmful content could act as
an opportunistic education and, more or less,
impact the users’ critical thinking skills. Through
group discussions, we collated a list of techni-
ques and interventions to teach critical thinking
abilities as follows:

1) Innoculation: Build psychological immunity
against misinformation. By getting exposed
to common mechanisms of creating and
spreading misinformation, receivers of inoc-
ulation training acquire the ability to spot
and resist manipulation.

Pre/Debunking: We can correct misinforma-
tion after exposure (debunking) or before
exposure (prebunking). Yet, misinformation
correction should be done carefully as it
bears the risk of backfire effects.

Building Empathy: Seeing the world from
someone else’s perspective is crucial to
understanding where the other is coming
from. Connecting and empathizing are the
key to meaningful conversations, especially
around critical topics.

Platform Moderation: To facilitate healthy
discourses on a contentious topic, modera-
tion might be necessary to bring people with
different views to the table.

Integrating critical thinking and media literacy
into the education system While media literacy
training has made its way into middle school
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education, the quickly changing nature of the
online discourse requires a frequent revisiting of
these contents and techniques.
Improving academia-industry collaboration:
Researchers in academia and industry are
required to collaborate and better identify
mutual needs and rights. More importantly, the
access to information collected by social media
platforms like Facebook is deemed extremely
helpful to researchers, allowing them to create
insights into human behavior.

» Understanding people through objective meas-
ures: There has been limited understanding of
why false information is taken as fact and dis-
seminated by humans. The availability of sensors
and pervasive devices, such as smartphones,
nowadays offer researchers to make sense of
human cognition. Physiological markers, such as
electrodermal activity and heart rate, provide
objective and nonintrusive measures of the
human cognitive state and thus may allow
researchers to investigate how misinformation is
being perceived mentally.

v

Arising from our workshop series, we derived the fol-
lowing two themes for a research agenda: to equip
people with critical thinking and prosocial skills and to
understand and design affordances of the online
environment.

Equipping People With Better Online
Skills
How can we support people not falling victim to mis-
information? The three workshops echoed that, to
effectively combat the spread of misinformation, we
need to equip people with better online skills, i.e.,
how to behave as healthy, critical, and prosocial
online citizens. To do so, we need technologies that
teach and nurture these skills in people. We have
seen collective efforts like the Prosocial Design Net-
work in which technology interventions are systemat-
ically tracked and classified by an interdisciplinary
group of researchers.

Our workshop series outlined the need to establish
a systematic design space for systems and interfaces
that equip users with these skills. In recent years, dif-
ferent technology interventions have been proposed
and deployed on platforms. However, existing solu-
tions tend to be more based on common sense than
grounded in theory and empirical evidence. The voices
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from our workshop participants suggested three con-
siderations for designing technology interventions.

1) What skills do we need to equip users with?
What skills do people need to conduct them-
selves safely in today's online spaces? Our work-
shops outlined some examples of the necessary
skills: critical thinking and prosocial abilities.
When designing an intervention, the first thing
one should consider is its concrete goal (for
example, reducing the spread of misinformation,
pushing people out of their silos of comfort, or
mitigating online toxicity). Knowing what skills or
goals are important helps designers and
researchers identify interventions that should be
performed.

2) How to ensure the intervention is effective?
While we have seen interventions being
employed on platforms, it is yet unclear whether
they worked in practice. There is a need to
establish a systematic research design to (objec-
tively) measure the effectiveness of the pro-
posed interventions. We suggest that one
solution can be to define a set of metrics with
respect to the goal of interventions. Yet, future
research needs to investigate how well these
metrics measure effectiveness.

3) Is the intervention backed by scientific theories?
An effective intervention needs supporting
grounds in psychological science. Kozyreva et al.'®
summarized three countermeasures supported by
behavioral and cognitive psychology: nudging,
boosting, and technocognition. With interventions
being informed by theory, we can be more confi-
dent that they are less likely to backfire.

Creating Affordances of Online Media
The second theme revolves around the use of design
to point users toward more critical discourse with
information. Our workshop participants pointed out
that computing systems and algorithms played a cru-
cial role in amplifying people’s biases, meanwhile, we
could also use the same technologies to mitigate the
negative consequences arising from them. By focusing
on the system-side perspective, we could create so-
called affordances of online media, making users
more likely to critically evaluate information and
behave prosocially.

The concept of affordances was originally coined
by James Gibson in 1966 as the possible actions that
users perceive when interacting with an object. We
envision affordances of online media to prompt users
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to critically reflect and avoid bad online behaviors,
such as sharing fake news. Interface design elements
should hence shift users’ behaviors in a benign way
with the goal of reducing misinformation and creating
more informed online discussions. While nudges and
affordances of online media are similar, they are differ-
ent in the sense that nudges alter the choice architec-
ture, while affordances serve as a broader approach
to fostering positive behaviors by revealing the choice
architecture.

What are the affordances of online media that could
foster these positive behaviors? The goal would be to
teach critical thinking skills and “good citizenship” behav-
iors in sity, i.e., as users interact with computer systems
and navigate the information space. Affordances, hence,
nudge users toward learning and incorporating these
behaviors as opposed to extended inoculation techni-
ques, where users would go through explicit schooling.
An example would be to point out fallacies in online infor-
mation, which signal users not only to avoid sharing less
credible information but also to learn about news charac-
teristics to help them to recognize misinformation, even
when explicit labels are removed.

Equipping people with critical thinking and proso-
cial skills through interacting with computing systems
is in line with the concept of augmented cognition,
where systems and designs build and boost users'
capabilities to technology skills and drive better
debates in the online world. While algorithms and cog-
nitive biases still tend to sort us into silos of comfort
and administer one-sided information diets, the tech-
nology solutions discussed in our workshops present
some concrete interventions targeted at helping peo-
ple overcome their biases and sharpen the critical
thinking skills that protect them and their decision-
making from misinformation.

To explore the relationship between cognitive biases
and the interaction with computing systems, we
brought together researchers and practitioners from
different disciplines to identify and discuss counter-
measures against misinformation. The research
agenda focuses on the detection of the occurrence of
biases and how to mitigate their effects. By prioritizing
critical thinking, interventions can be directly inte-
grated into the design of computing systems and
teach users how to defend themselves against misin-
formation by building innate skills, i.e., augmenting
their cognitive capabilities. These design affordances
of online media work in situy, i.e., nudge users toward
better online behaviors and navigating the online
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space more safely. Specifically, we arrive at two crucial
research questions: What are the affordances of
online media that could teach people to become more
critical and prosocial in the online world and how
could we provide these affordances?

The space of technology solutions lies on a contin-
uum of user agency. At one end of the spectrum,
nudging interventions subtly alter the users’ behaviors
but tend to take away the user's agency as the
approach itself may exploit their unconscious biases.
On the flip side, pedagogical interventions—for exam-
ple, giving formal education on media literacy or inoc-
ulating people against misinformation—give higher
user agency and have been shown to be highly effec-
tive but come with the caveat of requiring users’ will-
ingness and time to be educated.

Affordances, on the other hand, can directly be
incorporated into the design of online media to edu-
cate or nudge users by offering possible actions. They
can also be mandated by regulatory bodies. They basi-
cally relieve users from formal media literacy training
while finding a compromise between their effective-
ness and users’ willingness to be educated.

To effectively counter the problem of misinformation,
we need coordinated efforts from not only academic
researchers but also regulators and policymakers. With a
framework of how to design and evaluate interventions
along with a mechanism to inform policy-makers, we
may be able to bridge the knowledge gap between aca-
demia and regulation. Ultimately, interventions can be
designed, tested, and deployed to a wide audience, thus
equipping the public with the necessary skills to thrive in
the digital world.
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6.3 Chapter Reflection

Computing systems can pose problematic effects in the real world. Especially, the spread of misinforma-
tion can be attributed to the cognitive biases individuals use to fast-track their information processing and
economise their cognitive resources. Cognitive biases are even more pronounced as media platforms could
trigger and amplify their effects. For example, platforms employ recommendation algorithms to optimise user
engagement. Such algorithms learn the user preferences and beliefs, and, therefore, predominantly cater to
content items that strengthen the user’s confirmation bias. We discussed in the previous chapters that the
design of computing systems can introduce devastating effects — either by mistake of the designer or delib-
erate abuse. In this chapter, we ask whether the very same solution can be used to address problems it has
contributed.

We address (RQ 4) through a qualitative coding analysis of three workshop discussions that brought
together interdisciplinary experts to draft a blueprint of technologies to address cognitive biases and their
contribution to the spread of misinformation. We derived two themes for a research agenda. First, we can
design systems that equip people with skills to navigate the online world and avoid engaging in problematic
behaviours, for example, sharing unverified information. Interventions to train such skills span from simple
nudging prompts, psychological inoculation, or systematic education modules. We point out open questions
about what skills individuals should be trained in and, thus, be embedded as part of the intervention design.
Moreover, how can we define and measure the effectiveness of interventions? Both questions will inform
the design of interventions that are goal-oriented and effective. Secondly, we can create technologies with
affordances for users to be critical, unbiased. While computing systems can trigger and amplify cognitive
biases, the same solutions can be reverse-engineered to mitigate biases and keep people making rational
decisions. More specifically, the design of computing systems can rather nudge users away from problematic
behaviour. We ask a key question: What are the affordances of online media that could foster non-problematic,
positive behaviour? Additionally, we take a special note that the proposed research agenda cannot proceed
without the coordinated effort of multi-disciplinary researchers. Designing systems to address real-world
concerns related to cognitive biases needs not only HCI knowledge but also insights from behavioural science,
cognitive psychology, as well as ethics.

The findings of Article IV lay the ground for future research into the design of bias-aware systems. Ad-
dressing, mitigating, and leveraging cognitive biases is a challenge. It involves understanding a nuance of
the human mind with respect to the complexity of the real world. The proposed research agenda resonates
with the findings in the previous chapters. For example, chapter 3 suggests that, to advance the understand-
ing of cognitive biases in the interaction, the field of HCI should better engage with behavioural science and
psychology. Chapters 4 and 5 provide cues for the design of bias-aware systems, being the indicators for the
occurrences of cognitive biases and content-related factors that amplify the effects of cognitive biases. In the
next chapter, we will convene the findings from our original research contributions and reflect on how they
address our research questions.
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Chapter 7

Discussion and Future Directions

Humans are hardwired to employ mental shortcuts to effectively process information, make decisions, and
navigate the real world. Cognitive biases emerge as these shortcuts systematically influence human decision-
making and behaviour. When humans interact with computers, cognitive biases can surface in the interaction
as users employ mental shortcuts to navigate the user interface while optimising their cognitive resources.
There is a growing discussion among HCI researchers about how cognitive biases influence the interaction
between users and systems. This thesis, therefore, sets out to chart a systematic understanding of the effects
of cognitive biases in HCI. We present the original research contributions of this thesis in Chapters 3, 4, 5,
and 6. In this chapter, we discuss our findings in relation to the literature around cognitive biases, address
the research questions proposed in Chapter 1, and set out avenues for future research.

7.1 Cognitive Biases in Human-Computer Interaction

Cognitive biases influence how we behave, navigate, and make decisions in the real world. When humans
come into contact with computers, these biases also affect how we interact with computing systems. While
the role of the rational-bounded human mind clearly contributes to the manifestation of cognitive biases, we
lack a sufficient understanding of how the design of computing systems and user interfaces impacts cognitive
biases that surface in the interaction between humans and computing systems. The field of HCI is at the
forefront of designing interactive systems — HCI researchers advance the understanding of human factors
revolving around the human use of computing systems, especially how these systems can impact human
factors. To address the research gap, we ask the first research question:

. ____________________________________________________________________________________________________________________________________|

RQ 1: How are cognitive biases studied in HCI?

7.1.1 Essential Components to Study Cognitive Biases

In Chapter 3, we build upon a scoping review of cognitive bias studies in HCI (Article I) and outline the narra-
tives of how HCI researchers engage with cognitive biases. The findings suggest that (A) Computing systems
can trigger and amplify existing cognitive biases in users; (B) Designers take advantage of cognitive biases
and build systems that trigger biases and subsequently steer user behaviour; (C) HCI researchers develop
tools and methods to quantify and observe the effects of cognitive biases to derive designs that take biases
into account. We leverage these narratives into a summary of how HCI researchers study cognitive biases.
Revisiting (RQ 1), we propose that HCI researchers study cognitive biases not only to understand them as
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a human factor but also to inform the design of computing systems that take cognitive biases into account.
HCI researchers develop tools and methods to capture the effects of cognitive biases in human-computer in-
teraction, allowing them to form a clearer understanding of the impact of cognitive biases in the interaction.
The understanding of cognitive biases, therefore, allows HCI researchers to design computing systems that
adapt to cognitive biases that can arise during the interaction. We visualise this summary in Figure 1.1, which
allows us to identify three essential elements to study cognitive biases in HCI, which pose as the research gap
we aim to address in Chapters 4, 5, and 6:

» Tools & Methods: We lack tools and methods for HCI researchers to quantify, study, and observe the
effects of cognitive biases.

+ Understanding: We need more research investigating how computing systems can trigger existing
cognitive biases in users.

» Design: We need to formulate considerations for designing bias-aware computing systems, which
address, leverage, and take into account cognitive biases in users

7.1.2 'The Definition of Cognitive Biases in HCI

In Chapter 3, we discuss the divisive status of the definition of cognitive biases in HCI. In psychology, re-
searchers are divided over the rationality war [149] between two schools of thought: Tversky and Kahneman'’s
Heuristics and Biases [178] and Gigerenzer’s Fast and Frugal Heuristics [52]. The former suggests cognitive bi-
ases as systematic errors in judgment, while the latter believes these biases are useful strategies that help
humans to make optimal decisions in the real world. Taken together, researchers may take cognitive biases
as the human mind’s undesirable weakness or useful strength — a double-edged sword.

Do cognitive biases mostly imply undesirable effects in HCI? Chapter 3 points out that the majority of
articles in the corpus (39 papers) seek to mitigate the adverse effects of cognitive biases, while only 21 papers
focus on utilising the effects of cognitive biases. The two focuses of study reflect different sentiments HCI
researchers have regarding the notion of cognitive biases as either something to be corrected or to leveraged.
We draw a parallel to the rationality war debate, which divides how psychologists view cognitive biases. If
cognitive biases were errors, they should be corrected. If these biases were useful, they should be leveraged. In
arecent work, Baigelenov et al. [10] found that most publications in visualisation research put more emphasis
on cognitive biases as flaws of human decision-making. Their analysis of sentiment towards cognitive biases
showed that, among 112 papers analysed, only 3 papers adopted a balanced perspective, and no paper took a
positive stance. We argue that the term “cognitive bias” can hint at an emphasis on human judgment errors,
which Kahneman and Tversky first proposed in their seminal work [178]. Indeed, Pohl [136] surveyed the
function of cognitive biases and accounted that most psychologists viewed cognitive biases as “built-in errors
of the human information-processing systems.” However, the review, which was published in 2004, may have
reflected an outdated, conventional view of psychologists towards the notion of cognitive biases.

Can cognitive biases be beneficial in HCI? Cognitive biases are inherent to humans and, therefore, cannot
be completely separated. Chapter 3 shows that two ways cognitive biases can benefit HCIL. First of all, we
found that HCI researchers utilise cognitive biases to guide user behaviour. This is in line with Thaler and
Sunstein’s nudge theory [169, 175]. Because cognitive biases influence decision-making, designers can tap
into the user’s cognitive biases and steer their decisions in a predictable way. Secondly, the investigation of
cognitive biases in the interaction helps us shape the design of computing systems that better align with the
user’s cognitive biases. Designers can identify cognitive biases and minimise those effects that are harmful
or confounding (i.e., introducing undesired side effects). Specifically, we can diagnose elements of computing
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systems (e.g., user interfaces and algorithms) that trigger cognitive biases to better understand the mechanism
behind how cognitive biases are triggered, amplified, and mediated.

Recent research in psychology moves towards a more balanced emphasis on the notion of cognitive biases
as hardwired, adaptive features of the human mind [70, 131]. These biases produce systematic, reproducible
patterns of real-world human behaviour [11]. The field of HCI has emerged to study human factors in com-
puting systems, with a goal of improving the design and its user experience. In Chapter 3, we reflect on the
practice of HCI researchers in deriving design considerations from studying cognitive biases in the interac-
tion. Taking a neutral stance that cognitive biases are systematic effects hardwired to the human mind, we can
define cognitive biases as a methodological lens to explain user behaviour and a guide to designing comput-
ing systems that take these biases into consideration. More specifically, designers can achieve their intended
outcomes of the system interaction and avoid unexpected, confounding, or detrimental effects triggered by
computing systems.

Can we use cognitive biases as a theory in HCI? Scholars in HCI adopt theories, concepts, and constructs
from behavioural science and psychology as a method to guide their research [145]. Our scoping review
indicates that the notion of cognitive biases is not widely employed in HCI studies. Our article inclusion
criteria restrict articles discussing specific forms of cognitive biases but lacking reference to the notion of
cognitive biases, e.g., design fixation [188], conformity [198], overreliance [99, 200], priming [108, 165], fram-
ing [29, 67], or placebo effect [182]. Some related concepts are also discussed in HCI research, for example,
decision-making fairness [60, 201], bounded rationality [97, 115, 129], human reasoning [33], nudging [13],
unconscious human behaviour [163], and algorithmic conformity [203]. While the exclusion of such articles is
a limitation of our scoping review, it signals that cognitive biases span and explain a diverse number of effects
and phenomena in HCI — some of which are not acknowledged as cognitive biases. We share a similar senti-
ment with Kliegr et al. [101], who voiced that there is a plethora of behavioural phenomena not accounted for
as cognitive biases. Eronen and Bringmann [42] and Hagger [65] argued that the field of psychology redun-
dantly invents definitions, constructs and theories. In the same manner, we argue that HCI scholars engage
with a large space of related, overlapping psychological phenomena - they quantify, understand, and build
designs of computing systems that take into account such effects. We envision that our proposed summary
of how HCI researchers study cognitive biases in Figure 1.1 can be extended to explain how HCI researchers
engage with other psychological phenomena.

7.1.3 Tools and Methods to Quantify the Effects of Cognitive Biases

Cognitive biases occur pervasively in human-computer interaction. Capturing the effects of cognitive biases
will allow HCI researchers to precisely and closely study their impact on the user interaction with systems
and develop a clearer understanding of their effects. However, cognitive biases generally happen without
our awareness. Asking users whether they have cognitive biases is not a feasible way to gauge the presence
of cognitive biases. On the other hand, we can observe their effects through behavioural and physiological
expressions. Because cognitive biases are part of our mental process for effective information processing (i.e.,
using mental shortcuts), these biases reflect on our physiological responses and, subsequently, behaviour.
However, the research gap indicates that we do not have a clear understanding of the indicators for the
occurrences of cognitive biases. Therefore, we ask the second research question:

. ____________________________________________________________________________________________________________________________________|

RQ 2: What are the indicators for the occurrences of cognitive biases when they manifest in HCI?

In Chapter 4, we conducted two user studies to explore the indicators for the occurrences of cognitive
biases when people encounter different opinions on a divisive, polarising topic. Individuals employ the con-
gruence between the content’s ideological stance and their existing beliefs as their heuristic. Addressing
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(RQ 2), our findings highlight that physiological expressions, especially hemodynamic responses, showed
significant changes when our participants read dissenting opinions and, therefore, yielded as reliable indica-
tors of the occurrences of cognitive biases. We also found a trend in skin conductance level changes when
our participants read dissenting opinions, suggesting that cognitive biases could also influence EDA signals.

To the best of our knowledge, this is the first study to apply physiological sensing in the form of fNIRS and
EDA to measure the effects of cognitive biases in human-computer interaction. We build on prior work on the
effects of cognitive dissonance [18, 96, 195], which suggested that individuals have higher neural activations
when they face information that challenges their beliefs. In addition, our findings augment the potential of
EDA in capturing the dissonance arousal, which is a concept in psychology that dissenting information causes
an increase in arousal [202]. Echoing prior work by Ploger et al. [135], we also detected an insignificant trend
in EDA-derived skin conductance levels. Through a pilot study of 7 participants, Ji et al. [82] demonstrated
that when comprehending information on a difficult topic, electroencephalography (EEG) showed a clearly
higher neural activation, and the skin conductance level (SCL), which can be derived from EDA, showed
greater variability and fluctuation. Moreover, they reported that SCL exhibited fewer individual differences
as compared to EEG. We envision future research to further investigate the potential of physiological signals
for quantifying the effects of cognitive biases in HCI.

Our findings offer tools and methods to quantify the effects of cognitive biases in HCIL Specifically, our
studies offer a two-step guideline for conducting cognitive bias studies in HCI. First, we induce cognitive
biases using stimuli that elicit the use of heuristics when interacting with computing systems. Second, we
probe the effect of cognitive biases using behavioural or physiological measurement tools. In Chapter 4,
we induced cognitive biases through exposing individuals to reading opinions on a divisive, polarising topic
(e.g., climate change, feminism, or abortion rights). In this regard, we focused on the congruence between
the participants’ existing beliefs and the content’s ideological stance as a heuristic for comprehending the
bias-inducing stimuli. We then employed an eye-tracking camera, {NIRS, and EDA to probe the effects of
cognitive biases when our participants read the stimuli. Future research can employ this guideline to improve
their internal validity by making sure that cognitive biases happen in the interaction before conducting further
investigation, like mitigating or utilising their effects.

7.1.4 Understanding Cognitive Bias Susceptibility

In Chapter 4, while we found significant effects of ideological congruency on hemodynamic activity, they are
more pronounced in individuals who exhibited low interest in the topic corresponding to the bias-inducing
stimuli. Prior research also suggested that individual characteristics, such as reflective thinking tendency or
need for cognition, can influence the effects of cognitive biases [21, 141] and the individual’s receptivity to
bias mitigation interventions [101, 119]. Specifically for physiological activity, Ji et al. [81, 82] emphasised that
individual differences can confound the observable effects of cognitive biases. Therefore, we speculate that the
user and interaction contexts play a crucial role in influencing the effects of cognitive biases. In Chapter 3, we
point out a lack of studies investigating cognitive biases in conjunction with user- and context-related factors,
suggesting that we lack sufficient understanding of how cognitive biases operate across different users and
interaction contexts. To address this research gap, we ask the third research question:

R

RQ 3: What and how factors for user- and interaction-context influence the occurrences of cognitive
biases when they manifest in HCI?

In Chapter 5, we introduce the concept of cognitive bias susceptibility, suggesting that cognitive biases do
not always surface in the interaction as they are subject to the influence of the user and interaction contexts.
Addressing (RQ 3), we conducted a user study to examine the interaction effects between confirmation bias

106



Chapter 7 Discussion and Future Directions 7.1 Cognitive Biases in Human-Computer Interaction

and predictors for cognitive bias susceptibility and found that both individual factors (tendency for effortful
thinking and political concordance) and contextual factors (the user’s topic interest, the content’s perceived
issue strength, and the task design) are factors for cognitive bias susceptibility, influencing the effects of
confirmation bias. The understanding of cognitive bias susceptibility informs the design of computing systems
to better adapt to the user’s cognitive biases. In Chapter 5, we discuss such design considerations in relation to
media platform designs where interventions can be catered specifically to user and context characteristics that
are fertile for cognitive biases, for example, users with a strong political inclination, or information conveying
a strong issue.

To the best of our knowledge, our study is the first to focus on the interplay between the effects of cognitive
biases and factors for cognitive bias susceptibility. We augment the discussion in the HCI community around
the need to consider the context where cognitive biases manifest. The works of Rieger et al. [140, 142, 143] and
Graells-Garrido et al. [61] envisioned that interventions to mitigate cognitive biases should shift away from
one-size-fits-all approaches. Liu [112] recommended the need to consider user- and system-side factors when
examining fairness in human decision-making, as these factors influence how humans make decisions. In
explainable Al research, Kliegr et al. [101] emphasised the need to consider context when studying cognitive
biases, as the same piece of information can trigger different cognitive biases in different contexts. Chapter 3
voices that multiple cognitive biases can oppose or reinforce each other. In Chapter 5, we argue that inter-
ventions to mitigate the effects of cognitive biases should be context-aware. Specifically, designers should
consider user- and context-related factors when curating and deploying interventions on end-users.

Our contributions enrich the understanding of how cognitive biases operate in human-computer inter-
action. It not only informs the design considerations for computing systems regarding cognitive biases but
also helps complement findings in behavioural science and psychology. In Chapter 3, we echo Hekler et al.
[72], who voiced that the fields of HCI and behavioural science can benefit from each other. The field of HCI
can help verify concepts in behavioural science through rapid prototyping and user testing. Ultimately, HCI
research can elevate theoretical concepts into practical implications.

7.1.5 Designing Bias-Aware Computing Systems

The contribution of Chapter 3 also extends into how computing systems should be designed to adapt to the
human mind and cognition. Recent research has proposed the notion of bias-awareness [113, 204], which
refers to the ability to detect, understand, and take into account cognitive biases. In Chapter 4, we propose
that HCI researchers can build computing systems that are bias-aware. With the ability to identify what and
when cognitive biases manifest in the interaction, we can apply interventions to precisely and effectively
address their effects. Chapter 5 suggests that the manifestation of cognitive biases is subject to individual and
contextual factors. As well, these factors can affect a user’s receptiveness to bias mitigation interventions [34,
119]. We propose that computing systems that address the effects of cognitive biases should adapt to the
contexts of user and system interaction. Yet, we do not have sufficient understanding of how we can equip
computing systems with bias-awareness. Hence, we ask the fourth research question:
. ____________________________________________________________________________________________________________________________________|
RQ 4: What are the considerations for the design of computing systems that take cognitive biases into
account?

In Chapter 6, through a qualitative analysis of three workshop discussions concerning the issue of cogni-
tive biases in HCI, we propose two recommendations for designing interventions to address cognitive biases
that promote the spread of misinformation. First of all, designers can provide affordances in the design of
online media to shift the user behaviour towards informed, reflective thinking. We derive Gibson’s concept of
affordances [50], suggesting that an environment offers possible actions that users perceive. In the same vein,
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the design of online media can invite users to engage in reflective thinking rather than relying on intuition.
For example, the design of media platforms may assist users in consuming media without provoking their
cognitive biases. In Chapter 3, we discuss interventions to mitigate the effects of cognitive biases as cognitive
assistance to shift users away from mental shortcuts that produce harmful effects. In the realm of misinfor-
mation, we can design online media to support the user’s cognitive processing and decision-making when
they navigate the online world. Secondly, we propose that equipping people with skills to navigate the on-
line world will help address harmful cognitive biases. These interventions will train users to be more resilient
against misinformation and online manipulation. This is in line with prior research in HCI [106, 184, 197] sug-
gesting that pedagogical tools can teach users critical thinking to avoid cognitive biases. More importantly,
we suggest that interventions should have clear objectives (i.e., what skills to equip users with?), metrics for
effectiveness (i.e., how do we ensure interventions are effective?), and well-defined theoretical grounds.

To address (RQ 4), we can generalise the affordances of online media into the affordances of computing
systems. Specifically, we can design computing systems as an environment that invites users to make in-
formed decisions, as well as shifts them away from intuition and automatic thinking. In Chapter 3, we found
that the majority of cognitive biases identified can be attributed to Too Much Information and The Need To
Act Fast causes, implying computing systems tend to overwhelm users with information and force them to
make quick decisions. Therefore, the affordances of the present-day computing systems may not allow users
to engage with systems critically and deliberately. Because users have limited cognitive resources and time,
they can only afford to employ mental shortcuts when navigating the user interface and, therefore, exhibit
cognitive biases. On the other hand, we can design computing systems that allow users — who have limited
cognitive, memory, time, and knowledge resources — to navigate without overrelying on mental shortcuts.
Computing systems can shift away from imposing cognitive demands to augmenting the user’s cognitive,
memory, time, and knowledge capacities. Ultimately, we can bridge the gap between the design of computing
systems and the design of the human mind.

Page [131] suggested that the design of the human mind no longer keeps up with the environment we
live in today. As part of the evolution, we developed mental shortcuts as optimal strategies to navigate the
real world. However, the environment we originally adapted to has experienced a rapid change. Cognitive
biases surface because the environment we live in is not a Stone Age cave, but rather, we are in the world of
pervasive computing devices that are not designed to accommodate our existing cognitive biases and align
with our cognitive processes. We argue that the gap can be minimised if we equip computing systems with
bias-awareness. In particular, the design of computing systems can provide affordances for users to make
decisions without spending too much of their own cognitive resources.

7.2 Societal and Ethical Considerations of Bias-Aware Systems

Our findings further suggest that HCI researchers should study cognitive biases with care. Earlier in Chap-
ter 3, we discussed cognitive biases in HCI as a double-edged sword. We claim that HCI researchers can
leverage the understanding of cognitive biases to develop bias-aware systems that better adapt to the user’s
cognitive processes. The exploitation of cognitive biases, however, can offer both benefits and harm. Design-
ers can build computing systems that avoid triggering undesired effects, act as cognitive assistants, and induce
positive behaviour change. On the other hand, cognitive biases can be deliberately exploited to manipulate
user behaviour and decision-making without their awareness, such as sludges [174], dark patterns [117], and
social engineering [19]. With this thesis exploring the role of cognitive biases in HCI, we need to rethink the
ethics and impact of bias-aware systems on individuals and society.
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7.2.1 Societal Considerations

Computer scientists and engineers tend to optimise computing systems to better serve humans; they have a
technical perspective of building a system that is faster, more efficient, and more accurate [193]. Selbst et al.
[153] argued that such designs fail to account for the fairness of sociotechnical systems, thus introducing
problematic effects on individuals and society. Similarly, by overlooking cognitive biases that can surface, el-
ements of computing systems can introduce systematic side effects. For example, while deep learning systems
can provide a highly accurate prediction, users may not trust its output because of the lack of transparency
of black-box models [147]; conversational Als are trained to be a human partner, but they tend to conform
with the user’s beliefs [203]; recommendation systems are optimised to cater predominantly to the user’s
preferences, but they amplify the user’s confirmation bias [152, 154] or the order effect [64].

We argue that many instances of cognitive biases in the real world originate from the incentive structure of
today’s computing systems. For example, social media platforms deploy recommendation algorithms to keep
users engaged [75]. These algorithms learn from the user’s latent preferences and beliefs and subsequently
curate suitable content items. As a result, the design intended to optimise user engagement can amplify the
user’s confirmation bias [15]. Similarly, online dating services are designed to help people with distant social
backgrounds to form relationships. However, these services tend to reinforce people’s racial prejudices and
stereotypes [114], and therefore, e.g., foster homophily and divide people [47]. In another example, instant
messaging services are designed to enhance mutual awareness and relational closeness [85]. While these
services are asynchronous in nature, they tend to introduce information overload and the sense of urgency
to respond, leading to delays in reply [109] and harming interpersonal relationships [28].

While evidence suggests that these cognitive biases introduce harmful effects, should the solution to re-
duce such biases be a revision of the incentive structure itself? We propose that there is a trade-off between
optimising the intended functionality of a system and minimising the effects of undesired cognitive biases.
For example, removing read receipts on instant messaging may lose its purpose for real-time communica-
tion, but help alleviate effects like the urgency to reply. Dropping the accuracy of system recommendations
may reduce user satisfaction, though it may weaken the effects of confirmation bias. We believe there is a
need to reconsider the incentives of system design with regard to human cognitive limitations and bounded
rationality. If a system aims to maximise its intended objectives, does it demand our cognitive processing
excessively so that we offload it using mental shortcuts? We envision that bias-awareness adds a dimension
to designing computing systems under the abovementioned trade-off. Perhaps we can find a compromise
(e.g., an intervention) that keeps the system functionality while allowing less harmful biases to surface.

7.2.2 Ethical Considerations

There are ethical concerns for bias-aware computing systems, which we voiced in Chapters 3, 4, 5, and 6.
First, harnessing cognitive biases can imply manipulation of people’s behaviour. For computing systems that
trigger cognitive biases with intention, e.g., nudging and dark patterns, users are generally unaware that
their biases are being utilised for an intervention. Psychologists criticised nudging as a form of benevolent
paternalism [84, 87, 170] — an authority to restrict an individual’s choices of action for the best interest of the
people — and its lack of transparency [17, 66, 105]. Bovens [17] suggested that nudges are more effective if they
work in the dark, without the user’s awareness. Hansen and Jespersen [66] defined nudges according to their
mode of thinking engaged and transparency, suggesting that nudges span from manipulative to reflective
interventions. In the realm of HCI, Caraban et al. [22] pointed out that nudges can be intrusive and run the
risk of harming user autonomy. The visibility and the ease of opting out of nudges will determine the ethics
of nudges.

Similar to nudges, some dark patterns tap into cognitive biases to manipulate user behaviour [117]. The
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deceptive, opaque, and manipulative nature of dark patterns has been long criticised as an ethical issue for
design [62]. Caragay et al. [24] proposed that dark patterns are deviations from the normative of ethical
software design, which violate the user’s expectation of systems. We argue that dark patterns operate by trig-
gering harmful cognitive biases that render users vulnerable to manipulation. While technologies triggering
cognitive biases in people can offer benefits, they should be carefully designed in a way that does not violate
user expectations, intrude on user autonomy, and trigger detrimental effects.

Secondly, the understanding of cognitive biases can be abused to steer individuals’ behaviour. One can
design a system that triggers cognitive biases to systematically manipulate the individual’s ideological and
behavioural tendencies. We take a classic example of the Nazi German propaganda in thr 1930s and 40s where
citizens were exposed to predominantly one-sided news. As a result, the majority of Germans who grew up
under the regime had a skewed belief towards anti-semitism [185]. A similar technique has been employed in
the success of worldwide propaganda, instilling a belief tendency in a mass population. In a recent account,
Burda et al. [19] suggested that social engineering applications target people’s cognitive biases and manipulate
their behaviour, for example, phishing and pretexting scams. The deliberate exploitation of cognitive biases,
as seen in historical propaganda and modern social engineering, highlights the ethical imperative to foster
critical thinking and media literacy to safeguard individuals from manipulative influences.

7.3 Future Directions

Building upon the findings of this thesis, we discuss avenues for future research that are worth investigating.
First, we highlight threats to the ecological validity of cognitive bias studies in HCI and potential ways to
address them. Secondly, we call attention to aligning the cognition gap between the design of computing
systems and the human mind.

7.3.1 Improving Ecological Validity

Cognitive biases are mental strategies we use to navigate the real world. In contrast, limited research in HCI
observes cognitive biases in a real-world setting. Indeed, most studies tend to investigate the effects of cogni-
tive biases in a controlled environment. As in Chapter 4, we discussed that we can study cognitive biases in
HCI by inducing their effects while isolating away other confounding effects. In Chapter 5, acknowledging
that individual and contextual factors can influence the effects of cognitive biases, we take such factors into
account as cognitive bias susceptibility. While this thesis outlines a research methodology for studying cogni-
tive biases, there is a plethora of threats to the generalisability of the findings. For example, the experimenter
effect [133] (i.e., the presence of an experimenter influences the participant’s behaviour), the amplitude of the
cognitive biases (i.e., the effects of cognitive biases are too small to be observed), and, more importantly, the
presence of multiple cognitive biases. In Chapter 3, we voiced that different cognitive biases can surface at
the same time and interact (i.e., cancel or reinforce) with each other. For example, reading an ideologically
dissenting opinion may cause both confirmation bias and disconfirmation bias [40] (the tendency to scrutinise
statements dissenting from one’s beliefs). It is, therefore, a challenge to clearly separate individual cognitive
biases from each other as they result from an individual’s subjective judgment.

We recommend future research to rethink how we can study the effects of cognitive biases. While cogni-
tive biases are originally coined as systematic patterns of deviation from the norm of rationality, these biases
lead to both optimal decisions and flawed judgments. Bertrand et al. [14] suggested the need to label biases
as beneficial, detrimental, or neutral. In a cognitive bias experiment, the user’s observable response is a net
effect after taking into account the effects of different cognitive biases that reinforce and cancel each other.
Similarly, in Chapter 4, we used a blanket term “cognitive biases” to cover multiple cognitive biases (beyond
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confirmation bias, which commonly happens in information consumption) that may arise when individuals
read and evaluate opinions. We considered the overall effect of multiple cognitive biases on the behavioural
and physiological responses. In sum, we envision that researchers can extend cognitive bias studies into more
realistic settings by moving beyond the focus on one specific cognitive bias.

7.3.2 Bridging the Cognition Gap between Humans and Computers

The notion of cognitive biases exists as a theory to explain that humans often deviate from the norm of
rational judgment. In this thesis, we learned that these biases can be triggered by computing systems and pose
problematic effects in the real world. However, recent discourses in psychology have discovered their limits.
Page [131, 132] suggested that, rather than focusing on how different cognitive biases manifest, we should
investigate why these biases occur. It is unreasonable that, despite human decision-making abilities having
evolved over natural selection, humans fundamentally make flawed judgments. Depending on the norm,
context, individual, and environment, the same cognitive bias can produce optimal decisions or abnormalities
(i-e., introducing problematic effects). Especially, Page advocated that the research community needs to focus
on the big picture of the mismatch between the design of our mind and the environment of the present day.

Similarly, research in HCI has voiced the need to bridge the cognition gap between humans and comput-
ers [14, 171], as the digital environment we live in does not match with our cognitive processes. In Chapter 3,
we documented the mention of cognitive biases and categorised them according to Benson’s problem attri-
bution of cognitive biases [11], which explained how mental shortcuts help address each of the fundamental
cognitive demands. Our findings, therefore, provide evidence that computing systems can impose information
and memory overload, time constraints, and ambiguity in decision-making. Especially, most of the identified
cognitive biases can be attributed back to the two former cognitive demands. In the present-day complex
environment, such excessive demands can hinder the alignment between the human mind and computers.

While bias-aware computing systems can help designers better align computing systems and users’ ex-
isting cognitive biases, we can generalise this challenge to be matching the design of computing systems and
the design of the adaptive human rationality. We echo Page’s advocacy [131] for the need to shift away from
a specific focus on cognitive biases in one HCI application scenario. In Chapter 3, in the same vein, we call for
future research to consider cognitive biases beyond a specific context, generalising findings and design con-
siderations in a context-agnostic manner. In Chapter 5, we voiced that the application context can influence
the effects of cognitive biases. Cognitive bias susceptibility plays a crucial role in hindering or amplifying the
effects of cognitive biases, explaining that these biases do not always manifest. We suggest that cognitive bias
studies in HCI may not replicate because of the differences in study settings and participant demographics.
In the same way, psychology and behavioural science have experienced a replication crisis [88, 118].

We believe there is a need to further investigate elements of computing systems that not only trigger
cognitive biases but also introduce users to excessive cognitive demands. Specifically, we need to rethink
the system designs to address human challenges in real-world decision-making. The concept of providing
affordances in bias-aware systems, which we introduced in Chapter 6, can be expanded into the problem of
designing systems that assist and allow users to navigate through without costing them excessive cognitive
demands. Tools and methods to quantify the effects of cognitive biases, which we discussed in Chapter 4, can
be repurposed to measure the system-imposed cognitive demands. The concept of cognitive bias susceptibility,
which we explored in Chapter 5, can be taken into account as a control variable when researching system-
imposed cognitive demands because different individuals employ different cognitive strategies to address
cognitive demands they experience. Consequently, we envision that the work of this thesis can be generalised
into the broader investigation of computing systems imposing cognitive demands on end-users.
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